Cross-validation of MIPAS/ENVISAT and GPS-RO/CHAMP temperature profiles
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[1] The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) on board the ENVISAT and the Global Positioning System (GPS) receiver on the Challenging Mini-Satellite Payload (CHAMP) provide temperature profiles by limb-viewing midinfrared emission and radio occultation (RO) measurements, respectively. The MIPAS temperatures retrieved at the Institut für Meteorologie und Klimaforschung (IMK) are compared with the GPS-RO/CHAMP observations derived at Jet Propulsion Laboratory (JPL) and GeoForschungsZentrum (GFZ) Potsdam. The three data sets show generally good agreement. The global mean differences averaged between 8 and 30 km in 14 days of September/October 2002 are \(0.44 \pm 0.02\) K and \(0.07 \pm 0.02\) K for MIPAS/GPS-RO JPL and GFZ comparisons, respectively. The MIPAS global mean temperatures below 25 km are slightly lower than those of GPS-RO JPL and GFZ by less than 1 K and 0.2 K, respectively. Above 25 km, the MIPAS temperatures are higher than the JPL and GFZ data, in particular near both poles and the equator, with maxima of 1 K for JPL and 1.5 K for GFZ at 30 km. The standard deviations are \(2-4\) K. Possible explanations for the observed differences include (1) effect of spatial and temporal mismatch between the correlative measurements on the observed standard deviations, in particular in regions and episodes of enhanced wave activity; (2) a negative bias in GPS-RO/CHAMP temperatures in regions of increased humidity; (3) a mapping of initialization temperature profiles on GPS-RO/CHAMP retrievals at altitudes where low refraction contains no information on air density; and (4) measurement errors of both instruments, particularly the errors due to insufficient knowledge of the instrument line shape and spectroscopy in current MIPAS retrievals.
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1. Introduction

[2] Reliable information on global climate change processes over future decades, and the potential need for improved weather forecasting on short- and medium-term timescales, are only possible on the basis of global and regional data records and modeling that accurately represent atmospheric state parameters with high spatial and temporal resolution.

[3] The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) on the ENVISAT satellite measures vertical profiles of tropospheric and stratospheric temperature and volume mixing ratio (VMR) of various gas species by limb-observing midinfrared emissions [Fischer and Oelhaf, 1996; see also European Space Agency (ESA), 2000]. In addition to the ESA operational data processing, there are six different processors at five institutions for science-oriented data analysis of the high resolution radiometric spectra. A blind test retrieval experiment based on synthetic spectra [von Clarmann et al., 2003b] and a
comparision of retrievals from four orbits of real measurements [Steck, 2003] have shown that all the data processors are capable of producing reliable results within their individual specifications.

[4] The MIPAS data analysis processor at Institut für Meteorologie und Klimaforschung (IMK) provides simultaneous retrievals of temperature and line-of-sight parameters from measured spectra and the spacecraft ephemerides. Also, atmospheric pressure is indirectly registered through hydrostatic equilibrium. This step precedes the species abundance retrievals, since an accurate knowledge of the observational geometry and the physical state of the atmosphere is an essential requirement for any space-based limb-viewing remote sensing experiment attempting to characterize the chemical composition of our environment.

The details of the current retrieval scheme and its robustness and accuracy have been discussed by von Clarmann et al. [2003a, 2003b, 2003c] and Stiller et al. [2003a, 2003b].

[5] The Global Positioning System (GPS) radio occultation (RO) technology is developing into a powerful tool for continuously monitoring the atmosphere and providing data complementary to other sounding techniques, such as multispectral passive radiometers [Gorbunov and Sokolovskiy, 1993; Melbourne et al., 1994; Ware et al., 1996; Kursinski et al., 1997]. Meteorologists are looking forward with high expectations to this new technique because of their need for an operationally reliable, high resolution global data base to produce reliable weather forecasts by applying data assimilation and numerical modeling techniques [e.g., Wickert et al., 2004a, 2004b]. The recently launched polar orbiting German Challenging Mini-Satellite Payload (CHAMP) for Geosciencet Research and Application and Argentinian Satelitte de Aplicaciones Cientificas-C (SAC-C) carry with them the new-generation GPS receiver, the “BlackJack”-supplied by the Jet Propulsion Laboratory (JPL). Since 2001 the receivers have collected occultation data and provided profiles of refractivity, temperature, pressure and water vapor in the neutral atmosphere, and electron density in the ionosphere.

[6] The GPS-RO/CHAMP data are processed at the GeoforschungsZentrum Potsdam (GFZ, Germany), JPL, and University Corporation of Atmospheric Research (UCAR), as well as other institutions using different approaches. Due to different treatment on water vapor component, the derived GFZ and JPL data represent “dry” and “wet” temperatures, respectively. Also, to derive atmospheric density (thus temperature) and humidity profiles from the calculated refractivity, the GFZ and JPL data processor use different a priori temperature profiles to initialize the hydrostatic equation at different height levels. Statistical comparisons of several thousands CHAMP GFZ temperature measurements with radiosonde data (with coincidence criteria of horizontal distance less than 300 km and time difference less than 3 hours) showed mean deviation of ~0.1 to ~0.4 K and standard deviations less than 2 K above 8 km and below 30 km. At 30 km a negative bias of ~1 K for the CHAMP retrievals is reported for these comparisons [Wickert et al., 2004a, 2004b]. Comparison between vertical profiles of dry temperature derived by GFZ and UCAR shows no statistically significant differences [Wickert et al., 2001a, 2003]. The refractivities derived by GFZ, JPL, and UCAR are generally in good agreement [Wickert et al., 2003; Ao et al., 2003]. The CHAMP and SAC-C JPL profiles occurring within 30 min and 200 km are compared and agreed to better than 0.86 K (68% confidence interval) and to within 0.1 K in the mean between 5 and 15 km altitude, after removing the expected variability of the atmosphere [Hajj et al., 2004].

[7] Extensive validation campaigns and error analyses for both observation systems will produce definite statements about the reliability and utility of these data. Of long-term and strategic importance, this will establish basic conditions for their use in operational meteorology. The MIPAS IMK temperatures have previously been compared with the GPS-RO/CHAMP GFZ data [Wang et al., 2004a] and the GPS-RO/SAC-C measurements [Jiang et al., 2004a], as well as with a number of other satellite observations [Wang et al., 2004b]. They found that the MIPAS IMK temperatures showed good consistency with those of the GPS-RO/CHAMP GFZ and SAC-C data during the stratospheric major sudden warming in the southern hemisphere winter of 2002, with the overall mean differences and standard deviations estimated at ~1 K and ~5 K, respectively.

[8] In this study, we compare the GPS-RO/CHAMP temperatures produced by the JPL and GFZ processors with the MIPAS IMK data. This comparison benefits not only the two different limb-viewing observation systems of active radio occultation and passive infrared emission, but also the two different approaches of GPS-RO/CHAMP data processing at JPL and GFZ, in order to evaluate the methods and to assess their effectiveness. Our comparison method and the characteristics of the MIPAS and GPS-RO data are described in section 2. The comparisons between the MIPAS and GPS-RO temperature profiles are displayed in section 3. Possible reasons for detected differences are discussed in section 4. Our conclusions are contained in section 5.

### Table 1. Numbers of Coincidence Profiles Used for Comparison

<table>
<thead>
<tr>
<th>Time</th>
<th>MIPAS Total</th>
<th>CHAMP Total</th>
<th>MIPAS/CHAMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>18 Sept. 2002</td>
<td>479</td>
<td>138</td>
<td>34/50</td>
</tr>
<tr>
<td>19 Sept. 2002</td>
<td>514</td>
<td>136</td>
<td>38/50</td>
</tr>
<tr>
<td>20 Sept. 2002</td>
<td>480</td>
<td>152</td>
<td>100/108</td>
</tr>
<tr>
<td>21 Sept. 2002</td>
<td>384</td>
<td>154</td>
<td>77/91</td>
</tr>
<tr>
<td>22 Sept. 2002</td>
<td>412</td>
<td>154</td>
<td>83/91</td>
</tr>
<tr>
<td>23 Sept. 2002</td>
<td>214</td>
<td>157</td>
<td>30/37</td>
</tr>
<tr>
<td>24 Sept. 2002</td>
<td>213</td>
<td>152</td>
<td>38/44</td>
</tr>
<tr>
<td>25 Sept. 2002</td>
<td>232</td>
<td>153</td>
<td>59/64</td>
</tr>
<tr>
<td>26 Sept. 2002</td>
<td>475</td>
<td>127</td>
<td>59/64</td>
</tr>
<tr>
<td>27 Sept. 2002</td>
<td>568</td>
<td>137</td>
<td>95/113</td>
</tr>
<tr>
<td>28 Sept. 2002</td>
<td>30</td>
<td>119</td>
<td>8/8</td>
</tr>
<tr>
<td>12 Oct. 2002</td>
<td>292</td>
<td>132</td>
<td>47/50</td>
</tr>
<tr>
<td>13 Oct. 2002</td>
<td>509</td>
<td>141</td>
<td>103/115</td>
</tr>
</tbody>
</table>

*Coincidence criteria: For the individual paired profiles, latitude and longitude differences are smaller than 5 and 10 degrees, respectively. The time differences are less than 6 hours. The second and third columns are numbers of available MIPAS and GPS-RO CHAMP measurements on each day, respectively, and the fourth column is the number of their correlative profiles.

### 2. Data and Comparison Method

[9] The MIPAS temperatures used for this study are taken from the observations during 14 days in September/October of 2002 (see the first column of Table 1). The data are IMK product version V1.0. They are derived from limb-viewing
infrared emissions by the IMK data processor using the standard retrieval approach of constrained nonlinear multi-parameter least squares fitting. The MIPAS observations from ENVISAT, the sun-synchronous polar orbiter, provide global coverage with 14.4 orbits per day. At a given latitude over the course of a day, about 30 longitudinal points are sampled, 15 each in the ascending and descending nodes. The local solar time across the equator is 10:00 and 22:00 in the descending and ascending nodes, respectively. The data points in each node have approximately constant local time at a given latitude, and slightly different local times at different latitudes. The standard observation mode covers tangent altitudes between 6 and 42 km at step width of 3 km. From ENVISAT, the sun-synchronous polar orbiter, provide global coverage with 14.4 orbits per day. At a given latitude and longitude, about 30 longitudinal points are sampled, 15 each in the ascending and descending nodes. The local solar time across the equator is 10:00 and 22:00 in the descending and ascending nodes, respectively. The data points in each node have approximately constant local time at a given latitude, and slightly different local times at different latitudes. The standard observation mode covers tangent altitudes between 6 and 42 km at step width of 3 km.

The data from both MIPAS and GPS-RO measurements can be directly inverted through the Abel transform to yield the refractive index profile. Coupled with the hydrostatic equation, the refractivity profile can be converted unambiguously into a temperature profile above the tropopause, where the water vapor contribution is small [Thayer, 1974]. At microwave frequencies the refractivity is very sensitive to water vapor. When water vapor is present, additional information is required to determine the humidity and density from refractivity profiles. In the GFZ and JPL GPS-RO data processor, temperature profiles from the ECMWF and NCEP (National Centers for Environmental Prediction) analysis are used to initialize the hydrostatic equation at 43 km and 30 km, respectively, and to derive humidity and atmospheric density (thus temperature) profiles from the calculated refractivity in an iterative procedure [Gorbunov and Sokolovskiy, 1993]. The derived GPS-RO temperatures depend on the initialization at these altitudes [Wickert et al., 2001b; Marquardt et al., 2003]. If one compares the GFZ or JPL retrievals with the ECMWF or NCEP at 43 km or 30 km, respectively, zero bias and standard deviation (pure ECMWF or NCEP) are expected. This feature is not associated with the measurement principles, but simply due to the very straightforward manner of using the initialization information in the current retrieval scheme. The CHAMP temperature and water vapor profiles also can be derived by using optimal estimation methods from the observed refractivity. The implementation of appropriate algorithms is currently under investigation. Detailed descriptions of the retrieval algorithm can be found in the works of Gorbunov and Sokolovskiy [1993], Melbourne et al. [1994], Kursinski et al. [1997], Hocke [1997], Steiner et al. [1999], Palmer et al. [2000], and Hajj et al. [2002].

[11] Owing to characteristics of the sampling scenarios for the two instruments, it is difficult to achieve good spatial and temporal coincidence between individual MIPAS and GPS-RO measurements. Thus, as a first approximation, the overlapped profile comparisons are conducted for those measurements with latitude and longitude differences smaller than 5° and 10°, respectively, with time differences constrained to less than 6 hours. The coincidence criteria are applied to maximum separation distances of ~1200 km around the equator and ~700 km near both poles. Figure 1 shows the mean spatial and temporal differences and their standard deviations averaged over 30° latitude intervals for the coincidence events selected from the MIPAS descending orbit observations during the 14 days of September/October 2002. The results for the ascending observations are similar and not shown here. The average separation distances are ~630 ± 300 km and ~350 ± 150 km in the tropical and polar latitude bins, respectively. The average time differences are about ~1 or ~2 hours with spreads of ~3 hours near the poles, but close to ~3 hours with smaller spreads of ~1 hour around the equator. The global averaged separation is about ~450 km with a standard deviation of ~230 km. The global mean differences in latitude and longitude are ~0.21 ± 2.88 and 0.03 ± 5.59 degrees, respectively. The global mean time difference is about ~2.5 hours with a spread of ~2 hours. These results suggest that the spatial
profiles are taken from the MIPAS descending orbit and a priori profile elements are minimized in the polar regions. and temporal mismatches between the correlative measurements. The differences in horizontal distance (top left) and time (top right) are in kilometers and minutes, respectively. The differences in latitude (bottom left) and longitude (bottom right) are in degrees. Shown are the zonal mean differences (circle) and standard deviations (dotted line) averaged over 30° latitude intervals centered at 15°, 45°, and 75° in both hemispheres. Total 572 coincident profiles are taken from the MIPAS descending orbit observations (daytime) during the 14 days of September/October 2002. The global means and standard deviations of the differences are denoted in each panel.

and temporal mismatches between the correlative measurements are minimized in the polar regions.

The correlative profiles are interpolated to a common altitude grid, that used by the MIPAS-IMK data processor. The GPS-RO data have higher vertical resolution than the MIPAS measurements. Some small structures of the temperature field could be resolved by the higher resolution, but not by the lower one. In account for this effect, adjustment of altitude resolution or averaging kernel must be applied. The method is described by Rodgers and Connor [2003], and its simplified application to MIPAS and CHAMP data is outlined below.

When disregarding noise, the retrieved profile \( \mathbf{x}_{\text{retrieved}} \) is a weighted average of the “true” profile \( \mathbf{x}_{\text{true}} \) and a priori profile \( \mathbf{x}^0 \) in the form of

\[
\mathbf{x}_{\text{retrieved}} = \mathbf{A} \mathbf{x}_{\text{true}} + (\mathbf{I} - \mathbf{A}) \mathbf{x}^0.
\]

where \( \mathbf{A} \) is the averaging kernel and \( \mathbf{I} \) denotes unit matrix. The vertical resolution of the high-resolved CHAMP profiles \( \mathbf{x}_{\text{champ}} \) is adjusted by applying the averaging kernel of the low-resolved MIPAS profiles \( \mathbf{A}_{\text{mipas}} \). Also, the CHAMP profiles, which is assumed to be free of a priori information, are transformed to the a priori of MIPAS \( \mathbf{x}^0_{\text{mipas}} \). Both the a priori transformation and smoothing is done by

\[
\mathbf{x}_{\text{champ}} = \mathbf{A}_{\text{mipas}} \mathbf{x}_{\text{champ}} + (\mathbf{I} - \mathbf{A}_{\text{mipas}}) \mathbf{x}^0_{\text{mipas}}.
\]

Comparing equation (2) with equation (1), it is clear that \( \mathbf{x}_{\text{champ}} \) is the result derived with the MIPAS inverse model, if \( \mathbf{x}_{\text{champ}} \) happens to be the true profile. The significantly higher resolution of the GPS measurements with respect to the MIPAS observations makes meaningful the approximation of considering the GPS measurements as direct measurement of temperature. The difference between \( \mathbf{x}^0_{\text{mipas}} \) and \( \mathbf{x}_{\text{champ}} \) is

\[
\delta = \mathbf{x}^0_{\text{mipas}} - \mathbf{x}_{\text{champ}} = (\mathbf{x}_{\text{mipas}} - \mathbf{x}_{\text{champ}}) + (\mathbf{I} - \mathbf{A}_{\text{mipas}}) (\mathbf{x}_{\text{champ}} - \mathbf{x}^0_{\text{mipas}}),
\]

where the negative of the last term represents the differences originated from different vertical resolution and a priori. These contribute to the \( (\mathbf{x}_{\text{mipas}} - \mathbf{x}_{\text{champ}}) \) difference, but not to \( \delta \). Thus the residual \( \delta \) is taken as proxy for the discrepancy between the two measurements. For the \( i \)-th pair of the correlative profiles, the individual elements of the difference profile vector \( \delta_i \) at each height level \( z \) will be denoted as \( \delta_i(z) \) hereafter.

We note that \( \delta(z) \) provides a comparison between \( \mathbf{x}^0_{\text{mipas}} \) and \( \mathbf{x}_{\text{champ}} \) only in cases where information from the MIPAS measurement is contained in the retrieval, i.e., the diagonal values of \( \mathbf{A}_{\text{mipas}} \) is reasonably large. If the diagonal values of \( \mathbf{A}_{\text{mipas}} \) are small, i.e., no altitude-resolved measurement information is contained in the MIPAS retrieval, equation (3) reduces to \( \delta = \mathbf{x}^0_{\text{mipas}} - \mathbf{x}^0_{\text{mipas}} \) implying a tendency of comparison between \( \mathbf{x}_{\text{mipas}} \) and its a priori \( \mathbf{x}^0_{\text{mipas}} \). In this case, since vertical structures in both the MIPAS retrieval and \( \mathbf{x}_{\text{champ}} \) are dominated by the common a priori \( \mathbf{x}^0_{\text{mipas}} \), and small \( \delta \approx 0 \) do not imply a meaningful agreement between \( \mathbf{x}_{\text{mipas}} \) and \( \mathbf{x}_{\text{champ}} \). Figure 2 displays a typical \( \mathbf{A}_{\text{mipas}} \). In the scaled form, the bright regions correspond to large values and the dark regions to small ones. The matrix is dominated by the diagonal with values of 0.3–0.5, which means that the retrieved temperatures reflect the true profile quite well. However, the smoothing influence of the Tikhonov-type regularization also produces off-diagonal elements in \( \mathbf{A}_{\text{mipas}} \). The lowest diagonal values of \( \sim 0.2 \) are seen at the tangent heights below 20 km, where the least information about the target parameters is available. Nevertheless, we have diagonal values of \( \mathbf{A}_{\text{mipas}} \neq 0 \) for all altitudes, suggesting that equation (3) provides a meaningful comparison between \( \mathbf{x}_{\text{mipas}} \) and \( \mathbf{x}_{\text{champ}} \) in the entire altitude region under consideration.

The covariance of the difference \( \delta(z) \) is determined by

\[
\mathbf{S}_\delta = (\mathbf{A}_{\text{mipas}} - \mathbf{A}_{\text{champ}}) \mathbf{S}_{\text{mipas}} (\mathbf{A}_{\text{mipas}} - \mathbf{A}_{\text{champ}}) + \mathbf{S}_{\text{mipas}} + \mathbf{S}_{\text{champ}},
\]

where \( \mathbf{S}_{\text{mipas}} \) and \( \mathbf{S}_{\text{champ}} \) are the covariance matrices of the MIPAS and CHAMP profiles, respectively.
where $S_{\text{mipas}}$ and $S_{\text{champ}}$ are the covariances of MIPAS and CHAMP measurements, respectively. However, $S_0$ is not estimated in our analysis. The main difficulty in carrying out such task is the lack of knowledge of the a priori, averaging kernels and retrieval error covariance for the two GPS-RO/CHAMP measurements, so that the appropriate expected error covariance of the comparison ensemble cannot be calculated.

[16] The residuals $d_i(z)$ are assembled in several ways (details are described in section 3) for statistical analysis. For each ensemble, average difference profiles between the correlative MIPAS and GPS-RO/CHAMP measurements are calculated by

$$D_z(z) = \frac{1}{N} \sum_{i=1}^{N} d_i(z),$$  \hspace{1cm} (5)

where $D_z(z)$ refers to the average difference and $N = N(z)$ to the total number of coincident measurement pairs at a given altitude. To quantify the spread in the individual measurements pairs, the standard deviation of the distribution, $\sigma(z)$, at each altitude is computed by

$$\sigma^2(z) = \frac{1}{(N-1)} \sum_{i=1}^{N} [d_i(z) - D_z(z)]^2.$$  \hspace{1cm} (6)

The statistical uncertainty in the mean difference $\Delta(z)$ is quantified by $\sigma(z)/\sqrt{N}$, i.e., the 1-$\sigma$ error [e.g., see Bevington, 1969]. This quantity is used as an error bar to characterize the significance of the estimated mean differences between the correlative measurements. The figure represents the uncertainty of $\Delta(z)$ due to random-type errors. In the case of $\Delta(z)$ larger than its statistical 1-$\sigma$ error, their difference is an indicator of systematic errors between the comparison data sets, at which this study is targeted. We also compute mean difference, standard deviation, and 1-$\sigma$ uncertainty averaged over altitude. These height-averaged quantities are directly evaluated according to equations (5) and (6) by assembling data points available at all height levels of interest.

3. Comparison Results

[17] Detailed profile comparisons are performed for the MIPAS measurements between 8 and 30 km during September/October 2002. The cutoff altitudes are due to the current version of GPS-RO data. Above 30 km, the influence of the initialization data dominates the derived GPS-RO temperatures (see section 4.3). Below 8 km the presence of water vapor results in larger bias in the retrieved GPS-RO profiles (see section 4.4). The numbers of correlative profiles used for this study are listed in the 4th column of Table 1. The coincidence criteria are defined in the previous section. One MIPAS profile may have multiple GPS-RO/CHAMP coincidences due to the sampling characteristics and our coincidence criteria. The latitude coverage is global for the correlative measurements during the observation period. We assemble sets of comparisons to reduce influences of geophysical variations in the temperature residuals and to judge whether biases are present between the two instruments.

[18] We first compare daily zonal mean profiles of the retrieved MIPAS and GPS-RO/CHAMP temperatures, i.e., $x_{\text{mipas}}$ and $x_{\text{champ}}$. To determine the means, all available longitudinal data at individual heights are sorted into latitude bins of a specified width (30° in latitude is used here to have enough data points available in each bin). The averaged profiles of the MIPAS IMK and GPS-RO/CHAMP JPL temperatures on 26 September 2002 are shown in Figure 3 as an example. The comparisons between the MIPAS IMK and GPS-RO/CHAMP GFZ data exhibit similar features and are not displayed here. Shown in Figure 3 are the retrieved profiles of $x_{\text{mipas}}$ and $x_{\text{champ}}$, i.e., no adjustment of altitude resolution and a priori
information is used. In spite of it, the daily zonal mean MIPAS and GPS-RO temperature profiles generally show good agreement. The mean differences between \( x_{\text{mipas}} \) and \( x_{\text{champ}} \) at individual heights vary between ±(1–2) K, and the mean differences averaged over the height region of 8 and 30 km are between \( 1.25 \) and \( 0.7 \) K for the six latitude bins. Larger discrepancies are seen in the polar regions of both hemispheres, with the height-averaged mean differences of \( 1.25 \) K at \( 60^\circ N–90^\circ N \) and \( 1.0 \) K at \( 30^\circ S–60^\circ S \). These differences in the polar regions represent the worst case in our comparisons as shown later.

As seen in Figure 3, the MIPAS temperatures \( x_{\text{mipas}} \) near the tropical tropopause are lower than the GPS-RO \( x_{\text{champ}} \) by \( ~3 \) K in a narrow height region around 17 km. Similar larger discrepancies are also observed around 10 km at other latitude bands. To investigate the origin of the large discrepancies, we apply the adjustment of vertical resolution and a priori information to the CHAMP data (see equation (2)), and compare the transformed CHAMP data with the retrieved MIPAS data \( x_{\text{mipas}} \). The results are displayed in Figure 4, where the discrepancies around the tropopause regions are significantly reduced. This proves that the large discrepancies between \( x_{\text{mipas}} \) and \( x_{\text{champ}} \) are originated from high-resolution features not resolved by MIPAS. As shown by equation (1) and discussed in the previous section, the MIPAS retrievals have a tendency to conserve the a priori structures in spatial scales smaller than the tangent altitude resolution (~3 km) [see also von Clarmann et al., 2003b]. The ECMWF temperatures are used as the a priori information in the MIPAS IMK algorithm, and are taken from the ENVISAT validation database NADIR (the NILU Atmospheric Database for Interactive Retrieval) at NILU (Norsk Institutt for Luftforsknings). They are currently resampled on standard pressure levels from the ground to 0.1 hPa, including 300, 200, 140, 100, 90, and 70 hPa in the region of our interest. These values correspond to vertical grids of \( ~2–3 \) km in the tropopause regions. Thus the subscale structures around the tropopause are not well resolved in the a priori and MIPAS measurements, and behave as if they were fixed at nearly the same tropopause...
altitude. This feature is also mapped into all MIPAS retrievals in that region, resulting in a sharper subscale profile due to little cancellation during averaging. In contrast, CHAMP measurements resolve the tropopause better; i.e., CHAMP can retrieve different tropopause altitudes for individual measurements. After averaging, the resultant profile looks smoother. More discussions about the effect of vertical resolution are presented in section 4.2.

We further examine the daily zonal mean differences between the correlative observations in detail. To eliminate the difference originated from different a priori and vertical resolution, the GPS-RO/CHAMP data are transformed using equation (2) and the difference \( \delta(z) \) at each height for individual MIPAS/GPS-RO correlative measurements are determined from equation (3). The means of available points in each latitude bin of a 30° width are computed separately for each leg of MIPAS orbit. In doing so, the effects of planetary waves, tides, and other small-scale waves are largely removed in the mean residual profiles. The daily zonal mean differences between the MIPAS IMK and the transformed GPS-RO/CHAMP JPL temperatures, \( x_{\text{mipas}} \) and \( x_{\text{champ}} \) are displayed in Figure 5 for the MIPAS

**Figure 5.** Daily zonal mean temperature differences (in Kelvin) of correlative MIPAS IMK and GPS-RO/CHAMP JPL retrievals. Adjustment of altitude resolution and a priori information is applied. MIPAS observations are in descending orbit node (daytime). See Table 1 for the criteria and numbers of coincidence. The temperature contour interval is 2 K.
downleg (daytime) and in Figure 6 for the upleg (nighttime) observations during eight days in September/October of 2002. The other days show similar features and are not displayed here. Similar comparisons results for the MIPAS IMK and GPS-RO/CHAMP GFZ data can be found in Wang et al. [2004a].

For the eight days, the daily zonal mean differences of $\delta = x_{\text{mipas}} - x_{\text{champ}}$ are less than 1–2 K in large latitude and altitude regions. However, they vary considerably with latitude and altitude, from day to day, and between day and night. There is a tendency for MIPAS temperatures below 25 km to be slightly lower than GPS-RO JPL. In contrast, the MIPAS temperatures above 25 km are higher than those of the GPS-RO JPL. The mean differences are relatively small between 30°S and 90°N, but increase in the region of 30°S and 90°S, with a maximum of 4–6 K. The causes of these large discrepancies will be discussed in section 4.1.

To further reduce the fluctuations observed in the daily zonal means and increase statistical confidence, we examine the 14-day zonal averages of the temperature differences $\delta = x_{\text{mipas}} - x_{\text{champ}}$ for the September/October period (Figure 7). Much better consistency between the MIPAS IMK and GPS-RO/CHAMP JPL temperatures is seen in the 14-day zonal means, in comparison with the daily zonal means in Figures 5 and 6. The 14-day zonal mean differences are generally less than 1 K. Larger discrepancies of $\sim$2 K are seen mainly around the equator and the two poles in the height regions below 10 km and
around 30 km. Also, around 30°S and 15 km, the MIPAS temperatures appear to be lower than GPS-RO/CHAMP JPL during the nighttime observations, but show better consistency during the daytime observations.

Finally, we combined all correlative measurements available for both legs and calculated global mean differences and standard deviations of $\delta = x_{\text{mipas}} - x_{\text{champ}}$ during each day and the 14 days. The daily global mean differences (not shown) are $\Delta(z) \leq 2$ K and the standard deviations $\sigma(z) \approx 4$ K or more. The 14-day global mean differences are displayed in Figure 8 for the MIPAS/GPS-RO JPL (top) and MIPAS/GPS-RO GFZ (bottom) comparisons. The GPS-RO JPL and GFZ temperatures are seen to be generally consistent with each other and with the MIPAS retrievals. The 14-day global mean differences at each heights are $\Delta(z) \leq 1$ K, and the standard deviations are $\sigma(z) \leq 4$ K. The averages of the 14-day means between 8 and 30 km are $-0.44$ and 0.07 K for the JPL and GFZ comparison, respectively, and the height-averaged standard deviations are less than 3.5 K. The height-averaged 1-σ uncertainty is 0.02 K. This indicates that the MIPAS IMK temperatures are in very good agreement with the GPS-RO GFZ and has a lower bias of $\sim 0.5$ K with respect to the JPL data. More specifically, there exists a tendency for MIPAS temperatures between 15–25 km to be lower than the GPS-RO/CHAMP JPL and GFZ by less than $\sim 1$ K and $\sim 0.2$ K, respectively. Below 15 km, the MIPAS temperatures tend to be lower than GPS-RO/CHAMP JPL by $\sim 1$ K, but consistent well with GPS-RO/CHAMP GFZ. Above 25 km, the MIPAS temperatures are higher than GPS-RO/CHAMP JPL and
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**Figure 7.** Zonal mean temperature differences between MIPAS IMK and GPS-RO/CHAMP JPL retrievals. Adjustment of altitude resolution and a priori information is applied. The data are averaged over the 14 days of the September/October period (see Table 1) for the MIPAS descending (daytime, top) and ascending (nighttime, bottom) orbit nodes. The temperature contour interval is 1 K.
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**Figure 8.** Global mean differences $\Delta(z)$ (solid) and standard deviations $\sigma(z)$ (dotted) of MIPAS IMK temperatures (in Kelvin) with respect to GPS-RO/CHAMP JPL (top) and GFZ (bottom) retrievals. Adjustment of altitude resolution and a priori information is applied. The data are averaged over the 14 days of September/October 2002. Error bars (thick line) represent the 1-σ uncertainty $\sigma(z)/N^{1/2}(z)$ for the 14-day means. The maximum and minimum numbers of data points $N(z)$ at individual heights are denoted, followed by mean values of $\Delta(z)$, $\sigma(z)$, and $\sigma(z)/N^{1/2}(z)$ averaged over all heights.
GFZ, and peaked at 30 km with maximum magnitudes of ~1 K and ~1.5 K, respectively.

4. Discussions

[24] The 14-day mean differences, either the height averaged values of −0.44 K and 0.07 K or the maximum values of 1 K and 1.5 K at 30 km for the MIPAS versus the JPL and GFZ retrievals, respectively, are within the accuracy of the instrument measurements. Even though we do not have access to the GPS retrieval error covariances, their accuracy is known to be typically better than 1 K [e.g., Hajj et al., 2002; Wickert et al., 2004a]. A detailed discussion of the MIPAS retrieval error budget is presented in section 4.5, and the total error for specific profiles at stratospheric altitudes is estimated at 0.5–1.5 K. This means that near the MIPAS tangent altitudes a total error of 1.5–2.5 K is approximately expected for the differences between correlative profiles. In this perspective, the consistency between the three data sets are rather good. Nonetheless, a significant number of comparisons differs more than the expected total error (i.e., the standard deviation of the comparison ensemble is greater than the expected total error). There are significant temporal and spatial variations of 2–4 K or more in magnitude. Some features and possible explanations of the detected variabilities are discussed in this section.

4.1. Effect of Imperfect Match

[25] For comparisons of individual profiles, imperfect spatial/temporal coincidence has significant contributions to the observed discrepancies between MIPAS and GPS-RO/CHAMP temperatures. As shown in Figure 1, the mismatches in horizontal distance and time are minimized in the polar regions, but maximized near the equator. However, in the southern polar region, the horizontal temperature gradients are large, and are significantly enhanced during the major warming in the observation period [e.g., Manney et al., 2004]. Also, near the equator, gravity wave activity is relatively strong, with mean temperature fluctuations of 4–5 K on local spatial scales comparable to our coincidence interval [Jiang et al., 2004b]. These geophysical fluctuations can cause temperature differences on space scales and timescales smaller than the 5° latitude, 10° longitude, and 6 hour coincidence criteria used in our analysis. These discrepancies are expected to be significantly reduced or cancelled out when large ensembles are averaged.

[26] To quantify the effect, we take temperature data at 12:00 UTC from the METO (Met Office, United Kingdom) assimilation analysis, and sample the fields by the MIPAS and GPS-RO/CHAMP observation configurations during the 14 days in September/October 2002. The temperatures at the correlative measurement locations are estimated by interpolating the METO fields. Their differences and standard deviations are calculated and averaged over the 14 days. The simulated mean differences and standard deviations are shown in Figures 9 and 10 for the global
and zonal averages, respectively. The global mean differences are virtually zero with a mean standard deviation of 2.6 K, and have similar values at almost all heights between 8 and 30 km. The zonal mean differences at most altitudes and latitudes are zeros and the standard deviations are 1–2 K. The largest mean differences of 0.5 K and standard deviations of 2–4 K are found between 15 and 30 km in the southern polar regions. This suggests influences of the unusual planetary wave activity during the southern stratospheric major warming and polar vortex split [e.g., Allen et al., 2003], due to imperfect temporal and spatial matching of the correlative profiles.

[27] The above simulation results suggest that imperfect match has no virtual effect on the observed mean differences $\Delta$ between the correlative measurements, except for those in the southern polar region. However, the mismatch can significantly contribute to the observed standard deviations $\sigma$. Our estimated averaged standard deviation of 2.6 K may only provide a low bound for the $\sigma$, since the simulations do not consider geophysical variations in time and in spatial scales smaller than the METO grids (2.5 degrees in latitude and 3.75 degrees in longitude).

### 4.2. Effect of Vertical Resolution

[28] Different vertical resolutions of the correlative measurements can also have their contributions to the differences calculated by interpolating the data onto a common grid, if there are small-scale temperature structures that are resolved by the high resolution, but not by the low resolution, grid. To account for this effect, we have already adjusted the altitude resolutions by applying the averaging kernel in our comparisons. This eliminates the differences originated from different vertical resolution and a priori (see equation (2) in section 2). Here we try to quantitatively estimate the effect. To do it, we take the differences between the retrieved MIPAS and GPS-RO temperatures, $x_{\text{mipas}} - x_{\text{champ}}$, i.e., no altitude resolution and a priori adjustment is applied, compute their mean differences and standard deviations in a manner similar to that described by equations (5) and (6). The 14-day global mean differences and standard deviations for $x_{\text{mipas}} - x_{\text{champ}}$ are exhibited in Figure 11. In comparison with Figure 8 for $\delta = x_{\text{mipas}} - x_{\text{champ}}$ (altitude resolution and a priori adjustment is applied), significant changes are seen only around the tropopause region, where the global means and standard deviations for $x_{\text{mipas}} - x_{\text{champ}}$ exhibit a sharp edge of $\sim$1 K. The unadjusted mean CHAMP temperatures appear to be lower than the adjusted ones by $\sim$1 K. This is consistent with the finding of Rocken et al. [1997], and could be a reason for the cold bias of CHAMP. At other heights, the global means for $x_{\text{mipas}} - x_{\text{champ}}$ have no virtual changes in magnitude, but show some small altitude structures, and the standard deviations for $x_{\text{mipas}} - x_{\text{champ}}$ are increased by less than 0.5 K.

[29] The above results show that the differences originated from different vertical resolution and a priori are generally small, except for the tropopause region. This is not surprising. The small structures not resolved by low resolution grid are usually associated with large vertical gradients of the climatological field and/or geophysical perturbations due to planetary waves and gravity waves, as well as tides (though they are thought to be small in the region of interest). Such structures have their own temporal and spatial variations. Thus, for a statistical analysis of large ensembles taken at different geolocations and times, the influences of such structures on the resultant mean residual profiles are expected to be smoothed or reduced. However, this averaging process is not effective in the tropopause region due to persistent large gradient of the climatological field and coarse resolution of the measurements (see section 3).

### 4.3. Effect of the a Priori Information

[30] As seen from the 14-day global mean differences in Figure 8, the MIPAS temperatures above 25 km are higher than GPS-RO/CHAMP JPL and GFZ. This tendency increases with increasing height and reaches maximum magnitude of $\sim$0.8 K and $\sim$1.5 K at 30 km for GPS-RO JPL and GFZ data, respectively. The mean difference between GFZ and JPL temperatures is $\sim$0.7 K, comparable to the difference between CHAMP JPL and MIPAS temperatures. The observed differences between GFZ and JPL data sets might be related to the features of the GPS-RO retrievals. As mentioned in section 2, in the current version...
of the GFZ and JPL GPS-RO data processor, the derived GPS-RO temperatures depend on the initialization i.e., ECMWF and NCEP temperatures for GFZ and JPL data, respectively, at altitudes near and above 30 km [e.g., Wickert et al., 2001b; Marquardt et al., 2003].

[31] Here we should note the known low bias in the ECMWF temperatures between 30 and 45 km. As pointed out by Simmons et al. [2004], the ECMWF loses the radiosonde data and model biases become larger above 30 km. Moreover, the AMSU-A (Advanced Microwave Sounding Unit) data, which the analyses rely on at these levels, are prone to biases also. Recently Randel et al. [2002] compared a number of stratospheric climatologies, including one derived from a few years of the ECMWF ERA-40 reanalysis and found that the ECMWF reanalysis stood out as the coldest of all data sets between 30 and 45 km.

[32] We have examined the time series of ECMWF and NCEP temperatures and their differences at 10 hPa (~30 km) and 20 hPa (~25 km) for 18 Sep through 13 October 2002 (not shown here for brevity). At the two height levels, the ECMWF temperatures are generally lower than NCEP at most latitudes. The cold bias of ECMWF increases with increasing height and reaches maximum amplitudes of ~2 K around 29 September and centered about 70°N and 50°S. Thus the deviations between ECMWF and NCEP probably account for the global mean difference of ~1 K at 30 km between GFZ and JPL GPS-RO/CHAMP retrievals. More studies are required and under way to investigate the effect.

4.4. Effect of Water Vapor

[33] The 14-day global mean differences in Figure 11 indicate that the MIPAS temperatures below 10 km tend to be lower than GPS-RO/CHAMP JPL by ~1 K, but generally consistent with or slightly higher than GPS-RO/CHAMP GFZ. This behavior is thought to be mainly associated with a bias in GPS-RO retrievals. Here we should note that the GFZ and JPL data represent “dry” and “wet” temperatures, respectively. The dry temperatures derived from GPS-RO measurements could have a cold bias due to the presence of water vapor [Wickert et al., 2001a].

[34] Water vapor has an important influence on the GPS-RO temperature retrievals. The microwave signals measured by GPS radio occultation are used to derive the bending angle of each ray, which can be inverted to a profile of the refractive index through the Abel transform. At microwave frequencies the refractivity is very sensitive to water vapor, which is present in the troposphere. The GFZ temperatures are derived using the classical dry temperature retrieval [Wickert et al., 2001a]. The JPL retrieval determines (for each profile) the altitude where the water vapor contribution is significant (T ≥ 250 K). Above this “transition” altitude, the “wet” term in the refractivity is considered negligible. The retrieved temperature will be equal to the “dry temperature.” Below this altitude, the water vapor term is solved using the temperature from the NCEP analysis, and the retrieved temperature there will be just the NCEP temperature. (See Hajj et al. [2002, 2004] for more details).

[35] For GPS occultations in the troposphere, the “dry temperatures” are usually lower than the “wet temperatures.” The difference could be as large as 5 K around 5 km and decreases above. This is because, for the “dry temperature,” the “refractivity part of water vapor” is simply and wrongly transformed into additional air density, and “more air density” is equal to “lower temperature” (relative variations of density and temperature are in anti-phase). The effect of water vapor may contribute to the observed discrepancies of ~2 K below 10 km around the equator and around 30°S (see Figure 7).

[36] In particular, the effect of water vapor may have significant contribution to the observed standard deviations. As shown by Tsuda et al. [2000] and Jiang et al. [2004b], at midlatitudes and around the equator, gravity waves are strong. The observed wave variances correspond to mean temperature fluctuations of 4–5 K. Jiang et al. [2004b] also show that the upper tropospheric water vapor at these latitudes is higher in correlation with the enhanced wave activities above the major convection centers. The tropical deep convection over land usually acts to moisten the air near the tropopause, while convection over the ocean may dehydrate the tropopause. Both enhanced gravity waves and increased water vapor could introduce larger deviations between correlative MIPAS and GPS-RO temperature measurements. Further studies are required to quantify this effect on the retrieved GPS-RO temperatures. In turn, the temperature and water vapor measurements of MIPAS and GPS-RO/CHAMP will provide valuable information for understanding the dynamical processes affecting climate change in the troposphere and stratosphere.

4.5. Error Budgets

[37] The observed discrepancies between the MIPAS and GPS-RO temperatures are also related to the measurement limitation of individual instruments. A detailed analysis of the error budgets has been reported by von Clarmann et al. [2003c] for the MIPAS temperatures and by Hajj et al. [2002] and Wickert et al. [2004a] for the GPS-RO retrievals. They concluded that, for a single profile, the MIPAS temperatures are retrieved with a total error of 0.5–1.5 K at stratospheric altitudes and the GPS-RO temperatures are derived with an accuracy of typically better than 1 K. For a large ensemble, random error components should average out, but the systematic components do not.

[38] Here we specifically discuss the systematic bias of the MIPAS temperature retrievals due to insufficient knowledge of the instrumental line shape (ILS), which was not addressed in von Clarmann et al. [2003c]. In the retrieval algorithm, a model spectrum of the atmospheric signal is simulated by the radiative transfer through the Earth’s atmosphere for an optimal instrument with infinitesimal field of view, infinite instrumental spectral resolution and no distortion of the line shape. This spectrum is convolved with the apodised instrument line shape to obtain the apodised spectrum, which includes the effects of finite resolution, line shape distortions and apodization. The information on these effects is provided by Level 1B data processing. At the time of generating the MIPAS version V1.0 data for the September/October 2002, which are used in this comparison study, the knowledge of ILS was insufficient. A linear error assessment has been carried out to estimate the ILS bias.

[39] As an example, Figure 12 displays the estimation of absolute errors for four MIPAS temperature profiles observed on 26 September 2002. The measurements are taken at 80°N, ~2°N, 63°S, and ~2°S. The ILS errors are estimated to be 0.2 to 1.2 K with a significant altitude
dependence. There are maxima around 20 km and secondary maxima near 40 km, while minima occur around 30 km. In the height regions of the maxima, the ILS bias is the major contribution to the total error budget. Other error components under consideration are measurement noise and spectroscopic data uncertainties. The spectroscopic errors are about 0.1–0.7 K near 30 km, but increase with increasing height and dominate the total error budget above 30 km in most cases, with maximum magnitudes of 1.5 K or more around 40 km.

The ILS and spectroscopic errors are of systematic nature and cannot be removed when further averaging the MIPAS total error for a large ensemble. To see the ILS effects, we compared the temperatures retrieved with the ILS parameters provided from ESA L1B data processing (used throughout this V1.0 version of MIPAS IMK temperatures) with those retrieved using improved ILS parameters. The latter were estimated from specific measurements taken during July 2002 and resembles the latest ESA results. This set of ILS parameters is preferable, because they are constant, not a function of wave number (as should be expected from instrumental parameters of misalignment) and they are self-consistent, as we can guarantee that the same ILS model has been used for this exercise as is used within radiative transfer algorithm (F. Hase, private communication). The differences in both temperatures are shown in Figure 13 for orbit 03244 taken on 13 October 2002. The temperatures with the unproved knowledge on ILS increase by 0.5 K and 0.2 K around 20 and 40 km, respectively, but slightly decrease by less than 0.2 K near 30 km. These features are seen for all latitude bands, suggesting a cold bias around 20 and 40 km, and a weak hot bias near 30 km in the current IMK version V1.0 MIPAS data.

Figure 12. Estimation of absolute error for four MIPAS temperature (in Kelvin) profiles observed on 26 September 2002 at northern (top) and southern (bottom) polar (left) and equatorial (right) regions. The error components contributing to the total error are the instrument line shape (ILS) bias, spectroscopic data uncertainty, measurement noise, and other uncertainties (not shown) of much less importance.

Figure 13. Differences between the MIPAS temperatures retrieved using different instrument line shape (ILS) parameters. The global mean differences are calculated for the 72 profiles of MIPAS orbit 3244 on 13 October 2002. See section 4.5 for details.
As discussed in section 4.4, the GFZ CHAMP “dry” temperatures have a cold bias in comparison with the JPL “wet” temperatures. However, the MIPAS temperatures are closer to GFZ than JPL (see Figure 8). One may raise a question why this is so if JPL CHAMP temperatures are “more correct” because they take water vapor into account. The cold bias due to the ILS error in the current MIPAS retrievals around 20 km may provide an explanation. After application of the corrected ILS, the new MIPAS temperatures are expected to be higher by 0.5 K in the height region, leading to better agreement with the JPL measurements, but will show a hot bias of 0.5 K with respect to the GFZ data.

Also, the current MIPAS temperatures near 30 km will be lower by 0.2 K after application of the corrected ILS, improving the agreements with both GFZ and JPL GPS-RO/CHAMP measurements. However, since there exist the global mean differences of 1 K and 1.5 K for the current MIPAS retrievals with respect to the JPL and GFZ data near 30 km, a decrease of less than 0.2 K in the MIPAS temperatures at that height is most unlikely to overturn our discussions in the section 4.3.

5. Conclusions

More than 1000 profiles of the MIPAS IMK and GPS-RO/CHAMP JPL and GFZ temperature measurements during 14 days of September/October 2002 are compared. The three data sets show generally good agreement in the upper troposphere and lower stratosphere. The 14-day mean differences averaged globally and over height region between 8 and 30 km are estimated as $-0.44 \pm 0.02$ K and $0.07 \pm 0.02$ K, with maximum biases of 1 K and 1.5 K at 30 km for MIPAS/GPS-RO JPL and GFZ comparisons, respectively. These biases are within the expected total error of $1.5 \sim 2.5$ K for the differences between correlative profiles due to accuracy of the instrument measurements.

However, the observed differences between the correlative measurements show altitude, latitude, and day-night, as well as day-to-day variations with a standard deviations of 2 – 4 K, implying that a significant number of comparisons differs more than the expected total error. Some features of note are as follows:

1. Between 15 and 25 km, MIPAS temperatures are slightly lower than the GPS-RO/CHAMP JPL and GFZ by less than 1 K and 0.2 K, respectively.

2. Below 15 km, the MIPAS temperatures tend to be lower than GPS-RO/CHAMP JPL by $\sim 1$ K, but consistent well with GPS-RO/CHAMP GFZ.

3. Above 25 km, the MIPAS temperatures are higher than GPS-RO/CHAMP JPL and GFZ, and peaked at 30 km with maximum magnitudes of $\sim 1$ K and 1.5 K, respectively.

4. Larger discrepancies between the IMK MIPAS and GPS-RO/CHAMP temperatures occur around the equator, 30° S, and the south pole, as well as at the time when the southern polar vortex temporarily broke down during the major warming. The zonal mean differences in this region are $\sim 1$ – 2 K on average over the 14 days.

Several explanations of these observed discrepancies have been found. The effect of imperfect spatial/temporal match between the correlative profiles was shown to be virtually zero for global mean differences (see section 4.1). However, large horizontal temperature gradients in the polar region and during a period of strong planetary wave activity can be mapped into the difference residuals. Similarly, enhanced gravity wave activity near the equator and at midlatitudes could also introduce larger discrepancies. Due to the effect of imperfect match in these latitudinal regions, the standard deviations are estimated at least as 2.6 K or $\sim 80\%$ of the 3.3 K observed mean standard deviations.

The implementation detail of the initial temperature setup at the upper level seems to have significant influence on the GPS-RO retrievals in the midstratosphere (see section 4.3). The effect can be tracked even down in the lower stratosphere or tropical tropopause. Increased humidity near and below the tropopause results in a low bias in the retrieved GPS-RO temperatures. Increased water vapor associated with the deep convection in the tropical tropopause region could also introduce large standard deviations (see section 4.4).

The MIPAS IMK version V1.0 data used for this analysis were produced with insufficient knowledge of instrumental line shape. This introduced a systematic cold bias of 0.5 K and 0.2 K around 20 km and 40 km, respectively, and a weak hot bias of $\sim 0.2$ K near 30 km in the current MIPAS temperatures (see section 4.5). Thus application of correct ILS is expected to further improve the consistency between the MIPAS and GPS-RO/CHAMP measurements at both height regions. However, a decrease of $0.2$ K in the MIPAS temperatures near 30 km cannot alter our discussions about the global mean differences of 1 K and 1.5 K at that height for the current MIPAS retrievals with respect to the JPL and GFZ data, respectively.

Finally, we note that the altitude resolutions of the comparison data sets have been adjusted by applying the averaging kernel. If one wants to compare the unadjusted data sets, different vertical resolution of the correlative measurements can contribute to the observed discrepancies, in particular in the tropopause region. The vertical structures of temperature field near the tropopause could be resolved by the higher resolution measurements (GPS-RO), but not by the lower ones (MIPAS). This may introduce $\sim 1$ K bias in the observed mean differences between the correlative profiles, and $\sim 0.5$ K bias in the observed mean standard deviations (see section 4.2). These values are referred to the tropopause only.
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