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Where to find answers to key questions

This document serves two purposes. Firstly, to
summarize the quality of version 2.2 (v2.2) EOS
MLS Level 2 data. Secondly, to convey important
information on how to read and interpret the data to
the scientific community.

The MLS science team strongly encourages
users of MLS data to thoroughly read this document.
Chapter 1 describes essential general information for
all users. Chapter 2 is considered background mate-
rial that may be of interest to data users. Chapter 3
discusses individual MLS data products in detail.

For convenience, this page provides information
on how to quickly ascertain answers to anticipated
key questions.

Where do I get v2.2 MLS Level 2 data?

All the MLS Level 2 data described here can be ob-
tained from the NASA Goddard Space Flight Center
Data and Information Services Center (GSFC-DISC,
seehttp://disc.gsfc.nasa.gov/).

What format are MLS Level 2 data files in.
How do I read them?

MLS Level 2 data are in HDF-EOS version 5 format.
Details are given in section 1.4 (page 3).

Which MLS data points should be avoided?
How much should I trust the remainder?

These issues are described in section 1.5 (starting on
page 4), and on a product by product basis in chap-
ter 3. The key rules are:

• Only data within the appropriate pressure
range (described product by product in chap-
ter 3) are to be used.

• Always consider the precision of the data, as
reported in theL2gpPrecision field.

• Do not use any data points where the preci-
sion is set negative to indicate poor informa-
tion yield from MLS.

• Do not use data for any profile where the field
Status is an odd number.

• Data for profiles where theStatus field is
non zero should be approached with caution.
See section 1.5 on page 4, and the product by
product description in chapter 3 for details on
how to interpret theStatus field.

• Do not use any data for profiles where the
Quality field is lower than the threshold
given in the section of chapter 3 describing
your product of interest.

• Do not use any data for profiles where
the Convergence field is higher than the
threshold given in the section of chapter 3 de-
scribing your product of interest.

• Information on the accuracy of each product is
given in Chapter 3. These summarize the find-
ings given in more detail in the various MLS
validation papers submitted for the Aura Vali-
dation special issue of the Journal of Geophys-
ical Research.

• As always, data users are strongly encouraged
to contact the MLS science team to discuss
their anticipated usage of the data, and are al-
ways welcome to ask further data quality ques-
tions.

Why do some species abundances show nega-
tive values, and how do I interpret these?

Some of the MLS measurements have a poor signal
to noise ratio for individual profiles. Radiance noise
can naturally lead to some negative values for these
species. It is critical to consider such values in sci-
entific study. Any analysis that involves taking some
form of average will exhibit a high bias if the points
with negative mixing ratios are ignored.

EOS MLS Level 2 Version 2.2 / 2.3 Quality iii



A note about revision history

Version 2.2x-1.0a

This was the original version of the document, released on May 22, 2007.

Version 2.2x/2.3x-1.1

Version 2.3 of the Aura MLS data entered production in April 2013. This update to the MLS algorithms
was necessitated by an update of GEOS 5 data used asa priori information for temperature in the retrievals.
Versions 2.2x and 2.3x of the MLS data should be considered interchangeable. Note that (unlike the v3.3
document) we have not updated the body text to reflect this interchangeability. References to v2.2 data in
this document should be taken to apply equally to v2.3.

The only other change was an update to some of the citations that were “in press” when the original
version of this document was released.
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Chapter 1
Essential reading for users of MLS version 2.2 data

1.1 Scope and background for this document

This document describes the quality of the geophysical dataproducts produced by version 2.2 (v2.2 here-
after) of the data processing algorithms for the EOS Microwave Limb Sounder (MLS) instrument on the
Aura spacecraft. The intended audience is those wishing to make use of EOS MLS data for scientific study.
The geophysical products described in this document are allproduced by the “Level 2” algorithms, and
briefly summarized in Table 1.1.

The v2.2 MLS data are the second ‘public release’ of MLS data,the first being version 1.5 [Livesey
et al., 2005]. The v2.2 data have been the focus of a series of validation papers to be published in a special
issue of theJournal of Geophysical Researchin 2007. This document highlights some findings from these
papers and gives more general information on the use of MLS data. As always, those wishing to use MLS
data are strongly advised to consult the MLS science team concerning their intended use.

In addition to describing the data quality, this document gives a brief outline of the algorithms used
to generate these “Level 2” data (geophysical products reported along the instrument track) from the input
“Level 1” data (calibrated microwave radiance observations).

More information on the MLS instrument can be found in the documentAn Overview of the EOS MLS
Experiment[Waters et al., 2004]. A more general discussion of the microwave limb sounding technique and
an earlier MLS instrument is given in Waters et al. [1999]. The theoretical basis for the Level 2 software
is described in Livesey and Snyder [2004]. A crucial component of the Level 2 algorithms is the “Forward
Model”, which is described in detail in Read et al. [2004] andSchwartz et al. [2004]. The documentEOS
MLS Retrieved Geophysical Parameter Precision Estimates[Filipiak et al., 2004] is a very useful source
of information on the expected precision of the EOS MLS data,and should be regarded as a companion
volume to this document. The impact of clouds on MLS measurements and the use of MLS data to infer
cloud properties is described in Wu and Jiang [2004]. All theabove documents and papers are available
from the MLS web site (http://mls.jpl.nasa.gov/).

A subset of the information in these documents is also reported in theIEEE Transatctions on Geoscience
and Remote Sensing. An overview of MLS is given in Waters et al. [2006], the algorithms that produce the
data described here are reviewed in Livesey et al. [2006]; Read et al. [2006]; Schwartz et al. [2006]; Wu et al.
[2006]. The results of a preliminary validation exercise performed on the v1.5 MLS dataset are described in
Froidevaux et al. [2006a]. Other papers describe the calibration and performance of the various aspects of
the MLS instrument [Jarnot et al., 2006; Pickett, 2006; Cofield and Stek, 2006] and the MLS ground data
system [Cuddy et al., 2006].

1.2 Overview of v2.2 and this document

The remainder of this chapter reviews issues that are consideredessential readingfor users of the v2.2
dataset. Chapter 2 details relevant aspects of the MLS instrument design and operations and the theoretical
basis for the v2.2 algorithms that are consideredbackground reading.
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1.3. Differences between MLS v2.2 and v1.5 data

Chapter 3 describes the data quality to be expected for “Standard” products from the MLS instrument
for v2.2. These are observations of vertical profiles of the abundance of BrO, ClO, CO, H2O, HCl, HCN,
HNO3, HO2, HOCl, N2O, O3, and OH and SO2, along with temperature, geopotential height, relative hu-
midity (deduced from the H2O and temperature data), and cloud ice water content, all described as functions
of pressure. In v2.2 these profiles are mostly output on a gridthat has a vertical spacing of six surfaces per
decade change in pressure (∼2.5 km), thinning out to three surfaces per decade above 0.1 hPa. Exceptions
to this are water vapor, temperature, and relative humiditywhich are on a finer 12 per decade grid around
the tropopause. Cloud ice water content is also reported on this fine grid, and profiles do not extend to
the stratosphere and mesosphere. The OH and HO2 products maintain a 6 per decade grid spacing into the
upper mesosphere. Horizontally the profiles are spaced by 1.5◦ great-circle angle along the orbit, which
corresponds to about 160 km. The true vertical and horizontal resolution of the products is typically some-
what coarser than the reporting grid described here. For some of the products, the signal to noise ratio is too
low to yield scientifically useful data from a single MLS profile observation. In these cases, some form of
averaging (e.g., weekly maps, monthly zonal means etc.) will be required to obtain more useful results.

In addition to these standard products, the algorithms alsoproduce data for many “diagnostic” products.
The bulk of these are similar to the standard products, in that they represent vertical profiles of retrieved
species abundances. However, the information on these diagnostic products has typically been obtained
from a different spectral region than that used for the standard products. These diagnostic products are not
discussed in this document. Further information on these isavailable from the MLS science team.

At the time of writing, the current version of the data processing software is version 2.21, producing
files labeledv02-21. The differences between the earlier version 2.20 and 2.21 were minor ‘bug fixes’.
This document is intended to be applicable to any v2.2x MLS data. Revisions that represent more than a
minor ‘bug fix’ will not be known as v2.2x and will be accompanied by a revised version of this document.

1.3 Differences between MLS v2.2 and v1.5 data

Version 2.2 constitutes the second ‘public release’ of MLS data. Changes between v2.2 and the earlier
v1.5 are detailed on a product by product basis in Chapter 3. The v2.2 water vapor, temperature and relative
humidity products are all reported on a grid having verticalresolution twice finer than that used in v1.5 in the
1000 – 22 hPa range (being reported at 12 surfaces per decade change in pressure, as opposed to 6). The true
vertical resolution of the information for these products is also improved over v1.5. The upper tropospheric
measurements of ozone and carbon monoxide are now far less affected by the presence of thick clouds,
leading to much reduced scatter for these products. A previously identified high bias in the stratospheric
nitric acid product has been corrected, and the useful vertical range of this product now extends to 215 hPa.
Cloud Ice Water Path (IWP) and sulfur dioxide (SO2) are new MLS products in v2.2. Data screening rules
have been updated and refined, and an additional data qualitymetric (Convergence) has been included in
the data files (see Section 1.5). GEOS-5 temperature data arenow used asa priori information (v1.5 used
GEOS-4). Stratospheric column abundances are now reportedonly for the ozone product, and are based on
an improved tropopause pressure determination algorithm.

1.4 EOS MLS file formats, contents, and first order quality information

All the MLS Level 2 data files described here are available from the NASA Goddard Space Flight Center
Data and Information Services Center (GSFC-DISC, seehttp://disc.gsfc.nasa.gov/). The standard
and diagnostic products are stored in the EOS MLSLevel 2 Geophysical Product(L2GP) files. These are
standard HDF-EOS (version 5) files containing swaths in the Aura-wide standard format. For more informa-
tion on this format see Craig et al. [2003]. A sample reading function for the Interactive Data Language (IDL,

EOS MLS Level 2 Version 2.2 / 2.3 Quality 3



Chapter 1. Essential reading for users of MLS version 2.2 data

version 6.1 or later required), known asreadl2gp.promay have been supplied with the data and is avail-
able from theOpen Channel Software Foundation(http://www.openchannelsoftware.org/). A
reader for MATLAB (readL2GP.m) is also available at the same site.

The standard products are stored in files named according to the convention

MLS-Aura_L2GP-<product>_v2-21_<yyyy>d<ddd>.he5

where<product> is BrO, O3, Temperature, etc. The files are produced on a one-day granularity
(midnight to midnight, universal time), and named according to the observation date where<yyyy> is the
four digit calendar year and<ddd> is the day number in that year (001 = 1 January). The files contain
an HDF-EOS swath given the same name as the product. In addition, the standard O3 product files also
contain swaths describing column abundances, and the standard Temperature file contains additional swaths
describing tropopause pressure. As some L2GP files contain multiple swaths, it is important to ensure that
the correct swath in theL2GP files is requested from the file. In the case where the ‘default’ swath is
requested (i.e., no swath name is supplied) most HDF software will access the one whose name falls earliest
in ASCII order. This generally results in the desired resultfor all products. For example, “O3” comes before
“O3 column-GEOS5”. Likewise, for temperature, the standard “Temperature” product will be read in
preference to the “WMOTPPressure-MLS” or “WMOTPPressure-GEOS5” swaths that give tropopause
pressures (note these names are different from the equivalent products in v1.5).

Each swath contains data fieldsL2gpValue andL2gpPrecision, which describe the value and
precision of the data, respectively. Data points for whichL2gpPrecision is set negativeshould not be
used, as this flags that the resulting precision is worse than 50% of the a priori precision, indicating that
instrument and/or the algorithms have failed to provide enough useful information for that point. In addition
to these fields, fields such aslatitude etc. describe geolocation information. The fieldtime describes
time, in the EOS standard manner, as the number of seconds elapsed (including the 5 or 6 subsequent leap
seconds to date) since midnight universal time on 1 January 1993.

1.5 Additional quality control information described in th eQuality,Status
and Convergence fields

In addition to the data and their estimated precisions, three quality metrics are output for every profile of each
product. The first, calledQuality, gives a measure of the quality of the product based on the fit achieved
by the Level 2 algorithms to the relevant radiances. Larger values ofQuality generally indicate good
radiance fits and therefore trustworthy data. Values ofQuality closer to zero indicate poorer radiance fits
and therefore less trustworthy data. The value ofQuality to be used as a “threshold” for rejecting data in
scientific studies varies from product to product, and is given later in this document.

The second quality metric is calledStatus. This is a 32 bit integer that acts as a bit field containing
several “flags”. Figure 1.1 describes the interpretation ofthese flags in more detail. The first two bits (bits 0
and 1) are “flagging” bits. If the first bit is set it indicates that the profileshould not be used in any scientific
study. Accordingly, any profile for whichStatus is an odd number should not be used. The second bit
indicates that data are considered questionable for some reason. Higher bits give more information on the
reasons behind the setting of the first two bits. So, for example, a value ofStatus of 18 (2+16) indicates
that the data are questionable (2≡ bit 2) because of the possible presence of high altitude clouds (16≡ bit
4).

The most commonly set information bits are the “high altitude cloud” and “low altitude cloud” bits.
These indicate that the data have been marked as questionable because the Level 2 software believed that
the measurements may have been affected by the presence of clouds (clouds alone will never cause a profile
to be marked as not to be used). The implications of this vary from product to product and, more importantly,
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Figure 1.1: The meaning of the various bits in theStatus field. The bits not labeled are not used in
v2.2. Later versions may implement specific meanings for these bits. Note that bit 6 (GEOS-5 data) was
not used in v1.5.

height to height. For example, situations of “low cloud” have very little impact on the quality of stratospheric
data. Further details of the implications of these flags are given later in this document on a product by product
basis.

The third diagnostic fieldConvergencedescribes how the fit to the radiances achieved by the retrieval
algorithms compared to the degree of fit to be expected. This is quantified as a ratio of an aggregateχ2 value
to that predicted based on the assumption of a linear system [Livesey et al., 2006]. Values around unity
indicate good convergence, the threshold values above which profiles should not be used are given on a
product by product basis later in this document.

1.6 An important note on negative values

Some of the MLS observations are ‘noisy’ in nature. A consequence of this is that negative values may
often be reported for species mixing ratios. It is importantthat such valuesnot be ignored or masked. Ig-
noring such values will automatically introduce a positivebias into any averages made of the data as part
of scientific analysis. Water vapor is retrieved using a logarithmic basis (both vertically and horizontally, as
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discussed in section 1.7). Accordingly, no negative water vapor abundances are produced by v2.2. Studies
involving averages in regions where the MLS signal to noise is poor (e.g., the mesosphere) should accord-
ingly consider averages in the logarithm of the mixing ratio.

1.7 The representation of MLS vertical profile observations

The MLS Level 2 data describe a piecewise linear representation of vertical profiles of mixing ratio (or
temperature, or log mixing ratio for water vapor) as a function of pressure, with the tie points given in the
L2GP files. In the case of water vapor, the representation is piecewise linear in log mixing ratio. This
contrasts with many other instruments, which report profiles in the form of discrete layer means. This
interpretation has important implications that need to be considered when comparing profiles from MLS
and other instruments, particularly those with higher vertical resolution.

It is clearly not ideal to compare MLS retrieved profiles withother data by simply ‘sampling’ the other
profile at the MLS retrieval surfaces. One might expect that instead one should do some linear interpolation
or layer averaging to convert the other dataset to the MLS grid. However, in the MLS case where the state
vector describes a profile at infinite resolution obtained bylinearly interpolating from the fixed surfaces, it
turns out that the appropriate thing to do is to compare to a least squares fit of the non-MLS profile to the
lower resolution MLS retrieval grid.

Consider a high resolution profile described by the vectorzh, and a lower resolution MLS retrieved
profile described by the vectorxl . We can construct a linear interpolation in log pressure that interpolates
the low resolution information inxl to the high resolution grid ofzh. Let’s describe that operation by the
(typically highly sparse)nh×nl matrix H such that

xh = Hx l (1.1)

wherexh is the high resolution interpolation of the low resolutionxl . It can be shown that the best estimate
profile that an idealized MLS instrument could obtain, were the true atmosphere in the state described by
zh, is given by

zl = Wzh (1.2)

where
W =

[

HTH
]−1

HT (1.3)

In other words,zl represents a least squares linear fit tozh. This operation is illustrated by an example in
Figure 1.2. Precision uncertainty on high resolution measurements may be similarly converted to the MLS
grid by applying

Sl = WShWT (1.4)

whereSh is the covariance of the original high resolution data (typically diagonal) andSl is its low resolution
representation on the MLS pressure grid.

In addition to this least squares operation, it is possible to multiply the high resolution data – as smoothed
by the least squares operator – by the MLS averaging kernels.The two dimensional nature (vertical and
along-track) of the MLS averaging kernels make this a complex task. Users wishing to embark on this
exercise are advised to contact the MLS science team for moreinformation. As the averaging kernels
for most MLS products are fairly sharply peaked, applying them usually makes only small differences to
comparisons once the ‘least squares’ smoothing has been applied.

In the case of water vapor, where a logarithmic vertical basis is used, thex andz vectors should describe
the logarithm of the mixing ratio.
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Figure 1.2: Comparisons of MLS (v1.5) N2O observations with in-situ balloon data (courtesy of J.
Elkins). The raw balloon data (zh) are shown as the grey shaded region (shading indicates precision).
A coincident MLS profile (xl ) is shown in red with the red error bars indicating precision. The red
dots show the MLS data linearly interpolated to the balloon pressures using theH matrix (i.e.,xh from
equation 1.1). The black line shows the ‘least squares’ interpolation of the balloon data onto the MLS
grid using theW matrix as described in the text (i.e.,zl from equation 1.2). The black line therefore
represents the closest possible match at this resolution tothe original grey line, and is the appropriate
quantity to compare to the red MLS profile.
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Chapter 2
Background reading for users of MLS version 2.2 data

2.1 EOS MLS radiance observations

Figures 2.1 and 2.2 show the spectral coverage of the MLS instrument. The instrument consists of seven
radiometers observing emission in the 118 GHz (R1A and R1B),190 GHz (R2), 240 GHz (R3), 640 GHz
(R4) and 2.5 THz (R5H and R5V) regions. With the exception of the two 118 GHz devices, these are
“double sideband” radiometers. This means that the observations from both above and below the local
oscillator frequencies are combined to form an “intermediate frequency” signal. In the case of the 118-GHz
radiometers, the signals from the upper sideband (those frequencies above the∼126 GHz local oscillator)
are suppressed. These intermediate frequency signals are then split into separate “bands”. The radiance
levels within these bands are quantified by various spectrometers.

In operation, the instrument performs a continuous vertical scan of both the GHz (for R1A–R4) and THz
(R5H, R5V) antennæ from the surface to about 90 km in a period of about 20 s. This is followed by about
5 s of antenna retrace and calibration activity. This∼25 s cycle is known as aMajor Frame(MAF). During
the∼20 s continuous scan, radiances are reported at 1/6 s intervals known asMinor Frames(MIFs).

2.2 Brief review of theoretical basis

The Level 2 algorithms implement a standardOptimal Estimationretrieval approach [Rodgers, 1976, 2000]
that seeks the “best” value for the state vector (the profilesof temperature and abundances) based on an
optimal combination of the fit to the MLS radiance observations,a priori estimates of the state vector (from
climatological fields), and constraints on the smoothness of the result. This fit must often be arrived at in an
iterative manner because of the non-linear nature of the EOSMLS measurement system.

An innovative aspect of the retrieval algorithms for EOS MLSarises from taking advantage of the fact
that the MLS instrument looks in the forward direction from the spacecraft. Figure 2.3 reviews the EOS
MLS measurement geometry and shows that each radiance observation is influenced by the state of the
atmosphere for several consecutive profiles. In the v2.2 Level 2 algorithms, the state vector consists of
“chunks” of several profiles of atmospheric temperature andcomposition, which are then simultaneously
retrieved from radiances measured in a similar number of MLSscans. Results from these “chunks” are then
joined together to produce the products at a granularity of one day (the chunks overlap in order to avoid
“edge effects”).

The retrieval state vector consists of vertical profiles of temperature and composition on fixed pressure
surfaces. Between these fixed surfaces, the forward models assume that species abundances and temperature
vary from surface to surface in a piecewise-linear fashion (except for the abundance of H2O, which is
assumed to vary linearly in the logarithm of the mixing ratio). This has important implications for the
interpretation of the data as was described in section 1.7. In addition to these profiles, the pressure at
the tangent point for the mid-point of each minor frame is retrieved, based on both radiance observations
and knowledge of tangent point height from the MLS antenna position encoder and the Aura spacecraft
ephemeris and attitude determination.
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Chapter 2. Background reading for users of MLS version 2.2 data
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June 9, 2003. Nathaniel Livesey
Spectroscopic data provided by Mark Filipiak

Figure 2.2: This is similar to figure 2.1, except that x-axes represent “intermediate frequency”. The
signal at each intermediate frequency represents a sum of the signals observed at that frequency both
above and below the local oscillator.

Most of the MLS data products are deduced from observations of spectral contrast, that is, variations
in radiance as a function of frequency for a given limb pointing. Many of the systematic errors in the
MLS measurement system manifest themselves as a spectrallyflat error in radiance. This is true of both
instrumental effects such as variations in instrument gainand offset during the limb scan, and “forward
model” effects such as knowledge of continuum emission and the impact of some approximations made in
the forward model in order to increase its speed. In order to account for such effects, the v2.2 algorithms
also retrieve spectrally flat corrections to the MLS radiances, either in terms of an additive radiance offset
or an additive spectrally flat atmospheric extinction.
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2.3. The Core, Core+Rn approach
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Figure 2.3: The top diagram shows a section of one orbit. Three of the 120 limb ray paths per scan are
indicated by the “horizontal” lines. The lower diagram shows an expansion of the boxed region above.
The straight radial lines denote the location of the retrieved atmospheric profiles. The limb ray scan
closest to each profile is that whose color is the same as that of the arrow underneath. The thin black
line under the central profile indicates the locus of the limbtangent point for this scan, including the
effects of refraction.

2.3 The Core, Core+Rn approach

2.3.1 The need for separate “phases”

Many aspects of the MLS measurement system are linear in nature. In other words, there is a linear rela-
tionship between changes in aspects of the atmospheric state and consequent changes in the MLS radiance
observations. However, there are some components of the state vector whose impact on the radiances is
very non-linear. The most non-linear of these is the estimate of the tangent pressure for each MIF of obser-
vation. The impact of water vapor in the upper troposphere onthe MLS radiance observations is also very
non-linear. Solving for these aspects of the state vector will therefore require several iterations.

The computational effort involved in retrieval and forwardmodels scales very rapidly (arguably as high
as cubically) as a function of the size of the measurement system (i.e., the number of elements in the state
and measurement vectors). Thus it is desirable to simplify retrievals involving strongly non-linear variables
to a small subset of the complete system, in order to cut down on the effort involved in retrievals that require
many iterations.

For this and other reasons, most retrieval algorithms are split into phases. For example, in the data pro-
cessing for UARS MLS version 5 [Livesey et al., 2003], a retrieval phase of tangent pressure and temperature
was followed by one of upper tropospheric humidity. Following those, retrieval phases were performed for
other atmospheric species. These later phases used the values of tangent pressure, temperature and humidity
established by the earlier phases in their forward model calculations. However, the knowledge of such pa-
rameters is uncertain (having come from an earlier retrieval), so if a correct error budget is to be maintained,
the uncertainty in these parameters must be taken into account in the later retrievals. This accounting (known
asconstrained quantity error propagation) is typically a very time consuming process. In the case of EOS
MLS, the effort involved is far too large to be realisticallyimplemented in the algorithms, so an alternative
approach is needed.
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Chapter 2. Background reading for users of MLS version 2.2 data

2.3.2 A new approach to retrieval phasing

For EOS MLS the retrievals still proceed in phases. However,in the later phases the previously retrieved
quantities (e.g., tangent pressure, temperature etc.) arestill retrieved, and the radiance measurements from
which their earlier estimates were taken are still includedin the measurement vector. Because the later
phases now include the non-linear elements of the state vector, the retrieval error budget is correct. Further-
more, because the non-linear terms are in general already close to their true values as a result of the earlier
phase, fewer iterations should be needed, as the system is closer to a linear regime.

This approach has been implemented in what is known as the “Core, Core+Rn” approach in the v2.2
algorithms. In the “Core” phase of the retrievals (actuallythree separate phases), retrieved estimates are
obtained for the tangent pressure, temperature, and upper tropospheric humidity components of the state
vector. These are obtained from the R1A 118 GHz observationsof emission from O2 (mainly for temperature
and pressure) and selected channels from the R2 190 GHz observations (mainly for upper tropospheric water
vapor). “Core” is followed by phases such as “Core+R3”, “Core+R2”, . . . where, in addition to temperature
and pressure, other species such as ozone and nitric acid areretrieved. In the v2.2 algorithms, there are
some exceptions to these rules. For example, in the “Core+R3” phase does not retrieve upper tropospheric
humidity as it was found to introduce undesired instabilities into the optimal estimation.

Table 2.1 describes the phases in more detail. Many products(e.g., ozone) are produced in more than one
phase. All the separate measurements of these species are produced as diagnostic quantities, and labeled
according to the spectral region from which they originated. For example, the ozone obtained from the
“Core+R2” retrieval is known in the v2.2 dataset asO3-190. In v2.2, in order to reduce confusion for
users of MLS data, the algorithms also output “standard” products, which is typically a copy of one of the
products from the Core+Rn phases. For example, the “standard” ozone product is a copy of theO3-240
product. In the case of v2.2 nitric acid, the standard product represents a hybrid of the results from two
phases. Details of which standard product is obtained from which phase are given in table 2.2.

2.4 Forward models used in v2.2

The retrieval algorithms in v2.2 make use of a variety of different forward models. The most accurate is
the so-called “full” forward model described in Read et al. [2004] and Schwartz et al. [2004]. This is a
hybrid line-by-line and channel averaged model that computes radiances on appropriate grids of frequency
and tangent pressure that are then convolved with the MLS frequency and angular responses.

This model is generally very time consuming, although for some comparatively “clean” spectral regions
the computational burden is small enough that the full forward model can be used in the operational re-
trievals. In the v2.2 retrieval algorithms, its use is restricted mainly to radiance channels whose focus is the
upper troposphere and lower stratosphere, as these radiances generally have a non-linear relationship to the
state vector.

For many of the MLS channels, a simpler “Linearized” forwardmodel can be used. This model in-
vokes a simple first-order Taylor series to estimate radiances as a function of the deviation of the state from
one of several pre-selected representative states. The inputs to this model are pre-computed radiances and
derivatives corresponding to the pre-selected states, generated by “off-line” runs of the full forward model.

This model is by its nature approximate. Many of the biases and unexpected scatter seen in the v2.2
simulation studies can be attributed to inaccuracies in this model. The model accuracy is a function of
the proximity of the retrieved state to the pre-selected state used. The pre-selected states are taken from
climatological fields for fixed latitudes and calendar months. In regions where the atmosphere departs
dramatically from the climatological values (e.g., in the winter polar vortices), the model will generally be
poorer than in other locations, giving rise to stronger biases.
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2.4. Forward models used in v2.2
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Chapter 2. Background reading for users of MLS version 2.2 data

Table 2.2: The origin of each of the ‘standard products’ from v2.2.

Product Origin Spectral region

BrO Core+R4A (B14) 640 GHz
CH3CN Core+R2 190 GHz
ClO Core+R4A (B14) 640 GHz
CO Core+R3 240 GHz

H2O Core+R2 190 GHz
HCl Core+R4A (B14) 640 GHz
HCN Core+R2 190 GHz

HNO3
Core+R3 (p≥ 10 hPa)
Core+R2A (p < 10 hPa)

240 GHz
190 GHz

HO2 Core+R4A (B14) 640 GHz
HOCl Core+R4A (B14) 640 GHz
N2O Core+R4B 640 GHz

O3 Core+R3 240 GHz
OH Core+R5 2.5 THz
Temperature Final-pTan 118 & 240 GHz

In addition, a “cloud” forward model can be invoked to model the effects of scattering from cloud
particles in the troposphere and lower stratosphere [Wu andJiang, 2004]. This model was used in the
simulation of radiances for the v2.2 testing, but is not invoked in the v2.2 retrieval algorithms (the handling
of clouds is described in more detail in section 2.5).

2.5 The handling of clouds in v2.2

Thin clouds and atmospheric aerosols do not affect MLS atmospheric composition measurements as the
typical particle sizes are much smaller than the wavelengths of the radiation being observed. The MLS
v2.2 algorithms can reliably retrieve composition in moderately cloudy cases (having small limb radiance
perturbations) by also fitting profiles of spectrally-flat extinction and/or spectral baseline. However, thick
heavy clouds can affect the MLS radiances beyond the abilityof this approach to model, mainly through
scattering processes. Such situations need to be identifiedand the so affected radiances excluded from the
retrievals, or their influence down weighted.

The first aspect of handling clouds in v2.2 is therefore the flagging of radiances that are believed to be
significantly contaminated by cloud effects. To determine if a cloud is present in each MLS radiance mea-
surement, we estimate the so-called cloud-induced radiance (Tcir). This is defined as the difference between
the measured radiances and radiances from a forward model calculation assuming clear-sky conditions. Spe-
cific window channels (those that see deepest into the atmosphere) in each radiometer are chosen for these
flags.

In the case of the 240 GHz radiometer (R3:240), instead of computing aTcir parameter, the fit achieved
in an early retrieval phase to theB8F:PT band (that measures the 233.9-GHz O18O line), as quantified by a
χ2 metric is used as an indicator of potential significant cloud-contamination. In computingTcir for the other
radiometers, the forward model calculation takes the best retrieved atmospheric state, with relative humidity
capped at 110%.

Where theTcir (or χ2 for R3:240) values are sufficiently large (see Table 2.3), the radiances are flagged
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2.6. The quantification of systematic uncertainty in v2.2

Table 2.3: MLS frequency channels and thresholds for cloud flag

Radiometer Cloud channel USB/LSB frequency / GHz Low threshold High threshold

R1[A/B]:118 B[32/34]W:PT.C4 115.3 (LSB only) Tcir < −4 K none
R2:190 B5F:ClO.C1 178.8 / 204.9 Tcir < −20 K Tcir > 10 K
R3:240 B8F:PT 233.4–234.5 / 244.8–245.9 none χ2 > 30
R4:640 B11F:BrO.C23 635.9 / 649.8 Tcir < −10 K Tcir > 10 K

as being possibly contaminated. The estimatedTcir or χ2 are improved as the retrieval progresses, and
finalized in theHighCloud phase, whereTcir statistics are computed output to a diagnosis file for a wide
range of channels including the window channels.

The retrievals of gas phase species abundances may choose toignore cloud contaminated radiances, or
(in the case of some less impacted channels) to inflate their estimated precision.

The other aspect of cloud handling in v2.2 is the estimation of cloud ice water content (IWC) and ice
water path (IWP) products from the finalTcir computed by the retrieval. More information on these products
and their derivation is given in section 3.13.

2.6 The quantification of systematic uncertainty in v2.2

A major component of the validation of MLS data is the quantification of the various sources of systematic
uncertainty. These can arise from instrumental issues (e.g., radiometric calibration, field of view character-
ization), spectroscopic uncertainty, and through approximations in the retrieval formulation and implemen-
tation. A comprehensive quantification of these uncertainties has been undertaken and the results for each
product reported in the relevant validation papers (see theindividual sections of Chapter 3 for references).

For each identified source of systematic uncertainty, its impact on MLS measurements of radiance (or
pointing where appropriate) has been quantified and modeled. These modeled impacts correspond to either
2-σ estimates of uncertainties in the relevant parameter(s), or an estimate of their maximum reasonable
error(s) based on instrument knowledge and/or design requirements.

For most of the uncertainty sources, the impact on MLS standard products has been quantified by running
perturbed radiances through the MLS data processing algorithms. Other (typically smaller) uncertainty
sources have been quantified by simple perturbation calculations.

Although the term ‘systematic uncertainty’ is often associated with consistent biases and/or scaling
errors, many sources of ‘systematic’ error in the MLS measurement system give rise to additional scatter.
For example, an error in the O3 spectroscopy, while being a bias on the fundamental parameter, will have
an impact on the retrievals of species with weaker signals (e.g., CO) that is dependent on the amount and
morphology of atmospheric ozone. The extent to which such terms can be expected to average down is
estimated to first order by these ‘full up studies’ through their separate consideration of the bias and scatter
each uncertainty source introduces.

The results of these studies are summarized as “accuracy” (and in some cases additional contributions
to “precision”) on a product by product basis in the next chapter. More details on the quantification for each
product are given in the MLS validation papers. In addition Appendix A of Read et al. [2007] gives more
specific details of the perturbations used in the study.
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Chapter 2. Background reading for users of MLS version 2.2 data

2.7 A brief note on theQuality field

As described in section 1.5, theQuality field in theL2GP files gives a measure of the fit achieved between
the observed MLS radiances and those computed by the forwardmodel given the retrieved MLS profiles.
Quality is computed from aχ2 statistic for all the radiances considered to have significantly affected the
retrieved species (i.e., those close to the relevant spectral lines), normalized by dividing by the number of
radiances.Quality is simply the reciprocal of this statistic (so low values indicate largeχ2, i.e., poor fits).

Ideally, the typical values of these normalizedχ2 statistics will be around one, indicating that radiances
are typically fitted to around their noise levels.Quality will therefore also ideally have a typical value
of one. For some species, however, because of uncertain knowledge of spectroscopy and/or instrument
calibration, the v2.2 algorithms are known to be consistently unable to fit some observed radiances to within
their predicted noise. In many of these cases, the noise reported on the radiances has been ‘inflated’ to
allow the retrieval more leeway in fitting to radiances knownto be challenging. As the noise level is the
denominator in theχ2 statistic, these species will have typicalχ2 statistics that are less than one and thus
typical values ofQuality higher than one. Accordingly, differences inQuality from one species to
another do not reflect the species’ relative validity.

2.8 A note on the HCl measurements in v2.2

Starting in February 2006, the primary MLS band for measuring HCl (R4:640.B13F:HCl) began to
exhibit symptoms of aging and was deactivated to conserve life. This is likely to be due to a radiation
susceptibility issue for a batch of transistors identified shortly before launch. Useful observations of HCl
are still made with the adjacent band (R4:640.B14F:O3) which, as can be seen from Figures 2.1 and 2.2
also observe the HCl line (and a smaller line for the HCl37 isotopomer).

In order to avoid undesirable discontinuities in the v2.2 HCl dataset, theB13F:HCl are not considered
in the retrieval of the standard HCl product, even on days forwhich it was active (a change from the v1.51
configuration). For days prior to the 16 February 2006 deactivation ofB13F:HCl, the v2.2 algorithms also
product a second HCl product (in theHCl-640-B13 swath in theL2GP-DGG) file which includes the
B13F:HCl radiances, giving a product with improved precision and resolution in the upper stratosphere
and mesosphere.
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Chapter 3
Results for ‘standard’ MLS data products

3.1 Overview of species-specific discussion

This section describes each MLS v2.2 ‘standard product’ in more detail. An overview is given of the
expected resolution, precision and accuracy of the data. The resolution is characterized by the averaging
kernels described below. Precision is quantified through a combination of the precision estimated by the
MLS v2.2 algorithms, through reference to the systematic uncertainty budget described in section 2.6, and
through study of the actual MLS data (e.g., consideration ofthe observed scatter in regions where little
natural variability is anticipated).

The systematic uncertainty reported is generally based on the study described in section 2.6. How-
ever, in some cases larger disagreements are seen between MLS and correlative observations than these
quantifications would imply. In such cases (e.g., MLS 215 hPaCO) the uncertainty quoted reflects these
disagreements.

A note on the averaging kernel plots

The averaging kernels shown in this section describe both the horizontal (along track) and vertical (pres-
sure) resolution of the MLS v2.2 data. While the averaging kernels vary somewhat from profile to profile,
their variation is sufficiently small that these samples canbe considered representative for all profiles. The
averaging kernel plots are accompanied by estimates of the horizontal and vertical resolution of the product
defined by the full width at half maximum of the kernels. Each kernel plot also shows the integrated areas
under the kernels.
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3.2. Bromine monoxide

3.2 Bromine monoxide

Swath name: BrO

Useful range: 10 – 3.2 hPa (day/night differences needed)

Contact: Laurie Kovalenko,Email: <Laurie.Kovalenko@jpl.nasa.gov>

Introduction

The standard product for BrO is taken from the 640-GHz (Core +R4A) retrievals. The spectral signature
of BrO in the MLS radiances is very small, leading to a very poor signal-to-noise ratio on individual MLS
observations. Significant averaging (e.g., monthly zonal means) is required to obtain scientifically useful
results. Large biases of between 5 to 30 pptv (typical BrO abundances range from 5 to 15 pptv) are seen
in the data. These biases can be minimized by taking day/night differences. For pressures of 4.6 hPa and
greater, nighttime BrO is negligible; however, for lower pressures, nighttime BrO needs to be taken into
account. Table 3.1 summarizes the precision, accuracy, andresolution of the MLS v2.2 BrO product. For
details, see validation paper [Kovalenko et al., 2007].

Vertical Resolution

Figure 3.1 shows that the vertical resolution for the v2.2 MLS BrO is about 5.5 km in the 10 to 4.6 hPa
pressure region, degrading to 6 km at 3.2 hPa.

Precision

The expected precision in a retrieved profile is calculated from radiance noise. It is stored with each retrieved
data point. The value of the expected precision is made negative if it is worse than 50% of the value
of the a priori precision. Figure 3.1 compares the expected precision (thick line) on an individual MLS
BrO measurement with that observed (circles). Also shown are the expected precisions for daily, monthly,
and yearly 10◦ zonal means. For the minimal averaging recommended, a monthly 10◦ zonal mean, which
corresponds to about 3,000 measurements, the precision is about±4 ppt. See Table 3.1 for more details.

Accuracy

The accuracy of the MLS BrO product is summarized in Table 3.1. The effect of each identified source of
systematic error on MLS measurements of radiance has been quantified and modeled [see Read et al., 2007].
These quantified effects correspond to either 2σ estimates of uncertainties in each MLS product, or an esti-
mate of the maximum reasonable uncertainty based on instrument knowledge and/or design requirements.
For more details see Kovalenko et al. [2007]. The potential additive bias in MLS BrO measurements can be
as high as about±30 ppt (∼400%) at 10 hPa, decreasing to about±6 pptv (50%) at 3.2 hPa. The potential
scaling uncertainty over the pressure range of 10 to 3.2 hPa is about±20%. The additive bias is dramatically
reduced by subtracting the nighttime signal from the daytime signal. Taking day/night differences does not
affect the scaling uncertainty, which remains at about±20%. If the MLS BrO data is used at 3.2 hP, the
day/night difference value will need to be adjusted to compensate for the non-negligible nighttime BrO. We
note that this method of taking day/night differences is notapplicable for polar summer and winter, where
there is no diurnal variation in BrO.
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Figure 3.1: Typical vertical averaging kernels for the MLS v2.2 BrO dataat 70◦N (left) and the equator
(right); variation in the averaging kernels is sufficientlysmall that these are representative of typical
profiles. Colored lines show the averaging kernels as a function of MLS retrieval level, indicating the
region of the atmosphere from which information is contributing to the measurements on the individual
retrieval surfaces, which are denoted by plus signs in corresponding colors. The dashed black line indi-
cates the vertical resolution, determined from the full width at half maximum (FWHM) of the averaging
kernels, approximately scaled into kilometers (top axes).The solid black line shows the integrated area
under each kernel; values near unity imply that the majorityof information for that MLS data point
has come from the measurements, whereas lower values imply substantial contributions from a priori
information. The low signal to noise for this product necessitates the use of significant averaging (e.g.,
monthly zonal mean), making horizontal averaging kernels largely irrelevant.
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3.2. Bromine monoxide

Data screening

Pressure range (10 – 3.2 hPa):Values outside this range are not recommended for scientificuse.

Averaging required: Significant averaging (such as monthly zonal means) is required if useful scientific
data are sought

Diurnal differences: For use in any scientific study, day/night or ascending/descending differences should
be used to alleviate biases. For 3.2 hPa, nighttime BrO needsto be taken into account.

Estimated precision: Only use values at altitudes where the estimated precision is positive, to ensure a
minor a priori influence (see Section 1.4).

Status field: Only profiles for whichStatus is an even number should be used in scientific studies (see
Section 1.5).

Clouds: No discernible impact of clouds on the MLS BrO data has been observed; no special attention
need be given to profiles flagged as possibly cloudy.

Quality field: Only profiles with a value of the Quality field (see section 1.5) greater than 1.2 should be
used in scientific studies.

Convergence field: Only profiles with a value of the Convergence field (see section 1.5) less than 1.5 should
be used in scientific studies.

Artifacts

Significant additive biases are seen in the BrO data, as discussed above. Day/night (or ascending/descend-
ing) differences must be used to reduce these. For 3.2 hPa, nighttime BrO needs to be taken into account
[Kovalenko et al., 2007].

Review of comparisons with other data sets

We have calculated total bromine, Bry, from MLS measurements of BrO using a photochemical model,
and compared this with Bry similarly inferred from balloon-borne measurements of BrOobtained by the
instruments DOAS, SAOZ, and SLS. When plotted in tracer space (e.g., as a function of N2O), which
accounts for differences in age of air, good agreement is seen [Kovalenko et al., 2007].

Desired improvements for future data version(s)

• Improvements will be sought in the stability of the BrO biases

• Future versions will also seek to improve the quality of the BrO observations in the mid- and lower
stratosphere

• Improvements will also be sought in the polar regions, especially during summer/winter, when day/night
differences are not possible
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Figure 3.2: Comparison of the measured precision (circles) with that expected from the retrieval (thick
line), for a single profile. Also shown is the expected precision for the day/night difference of 10◦ zonal
mean profiles averaged over a day (dotted line), a month (thinline) and a year (dashed line).

Table 3.1: Summary of the Aura MLS v2.2 BrO product.

Pressure
range

Vertical
Resolution

/ km

Precisiona /
pptv

Bias uncer-
taintyb /

pptv

Scaling un-
certaintyc /

%
Comments

2.2 hPa and less – – – – Unsuitable for scientific use

3.2 hPa 6 ±5 ±6 ±20
Need to account for
non-negligible night
time BrO

4.6 5.5 ±4 ±9 ±20
6.8 5.5 ±4 ±20 ±20
10 5.5 ±4 ±30 ±20

150 – 15 hPa – – – – Unsuitable for scientific use
1000 – 215 hPa – – – – Not retrieved

aThe precision quoted is for a 10◦ monthly zonal mean
bBecause of large biases in the data, the daytime and nighttime BrO data are unsuitable for scientific use, so day/night differences

must be used. Note that day/night differences are not usefulfor polar winter and summer, where BrO does not undergo a diurnal
variation.

cBased on modeled impacts of systematic errors
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3.3. Methyl cyanide

3.3 Methyl cyanide

Swath name: CH3CN

Useful range: To be determined.

Contact: Michelle Santee,Email: <Michelle.Santee@jpl.nasa.gov>

Introduction

The standard CH3CN product is derived from radiances measured by the radiometer centered near 190 GHz.
The v1.5 CH3CN data were not recommended for use in scientific studies, and the usefulness of the CH3CN
product in v2.2 remains to be determined.

Resolution

The resolution of the retrieved data can be described using ‘averaging kernels’ [e.g., Rodgers, 2000]; the
two-dimensional nature of the MLS data processing system means that the kernels describe both vertical and
horizontal resolution. The vertical resolution of the v2.2CH3CN data, as determined from the full width
at half maximum of the rows of the averaging kernel matrix shown in Figure 3.3, is∼5 km in the lower
stratosphere, degrading to∼10 km in the upper stratosphere. Figure 3.3 also shows horizontal averaging
kernels, from which the along-track horizontal resolutionis determined to be∼300–600 km. The cross-
track resolution, set by the width of the field of view of the 190-GHz radiometer, is∼10 km.

Precision

To be determined.

Accuracy

To be determined.

Data screening

Do not use: The v2.2 CH3CN data should not be used without significant discussion with the MLS science
team.

Artifacts

• To be determined.

Review of comparisons with other datasets

To be done.

Desired improvements for future data version(s)

• Future versions may refine the modeling of MLS radiance signals in the CH3CN spectral region,
leading to improvements in this product.
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Chapter 3. Results for ‘standard’ MLS data products

-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Kernel, Integrated kernel

1000

100

10

1

P
re

ss
ur

e 
/ h

P
a

-2 0 2 4 6 8 10 12
FWHM / km700N

-2 -1 0 1 2
Profile number

0 100 200 300 400 500 600
FWHM / km

-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Kernel, Integrated kernel

1000

100

10

1

P
re

ss
ur

e 
/ h

P
a

-2 0 2 4 6 8 10 12
FWHM / kmEquator

-2 -1 0 1 2
Profile number

0 100 200 300 400 500 600
FWHM / km

Figure 3.3: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 CH3CN data at 70◦N (upper) and the equator (lower); variation in the averaging kernels
is sufficiently small that these are representative of typical profiles. Colored lines show the averaging
kernels as a function of MLS retrieval level, indicating theregion of the atmosphere from which infor-
mation is contributing to the measurements on the individual retrieval surfaces, which are denoted by
plus signs in corresponding colors. The dashed black line indicates the resolution, determined from the
full width at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers
(top axes). (Left) Vertical averaging kernels (integratedin the horizontal dimension for five along-track
profiles) and resolution. The solid black line shows the integrated area under each kernel (horizontally
and vertically); values near unity imply that the majority of information for that MLS data point has
come from the measurements, whereas lower values imply substantial contributions from a priori infor-
mation. (Right) Horizontal averaging kernels (integratedin the vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.4. Chlorine Monoxide

3.4 Chlorine Monoxide

Swath name: ClO

Useful range: 100 – 1.0 hPa

Contact: Michelle Santee,Email: <Michelle.Santee@jpl.nasa.gov>

Introduction

The quality and reliability of the Aura MLS v2.2 ClO measurements are assessed in detail by Santee et al.
[2008]. The standard ClO product is derived from radiances measured by the radiometer centered near
640 GHz; ClO is also retrieved using radiances from the 190-GHz radiometer, but these data have poorer
precision. The MLS v2.2 ClO data are scientifically useful over the range 100 to 1 hPa. A summary of the
precision and resolution (vertical and horizontal) of the v2.2 ClO measurements as a function of altitude is
given in Table 3.2. The impact of various sources of systematic uncertainty has been quantified; Table 3.2
also includes estimates of the potential biases and scalingerrors in the measurements compiled from this
uncertainty analysis. The systematic uncertainty budget deduced through this set of simulations is, however,
inconsistent with a significant artifact apparent in the measurements: a negative bias present in both daytime
and nighttime mixing ratios below 22 hPa. In studies for which knowledge of lower stratospheric ClO
mixing ratios to better than a few tenths of a ppbv is needed, it is recommended that this negative bias be
corrected for by subtracting the value in Table 3.2 from the measurements at each affected level. The overall
uncertainty for an individual data point is determined by taking the root sum square (RSS) of the precision,
bias, and scaling error terms (for averages, the single-profile precision value is divided by the square root of
the number of profiles contributing to the average). More details on the precision, resolution, and accuracy
of the MLS v2.2 ClO measurements are given below; for a full description of the validation of these data,
see Santee et al. [2008].

Resolution

The resolution of the retrieved data can be described using ‘averaging kernels’ [e.g., Rodgers, 2000]; the
two-dimensional nature of the MLS data processing system means that the kernels describe both vertical
and horizontal resolution. Smoothing, imposed on the retrieval system in both the vertical and horizontal
directions to enhance retrieval stability and precision, degrades the inherent resolution of the measurements.
Consequently, the vertical resolution of the v2.2 ClO data,as determined from the full width at half max-
imum of the rows of the averaging kernel matrix shown in Figure 3.4, is∼3–4.5 km. Note that there is
considerable overlap in the averaging kernels for the 100 and 147 hPa retrieval surfaces, indicating that the
147 hPa retrieval does not provide completely independent information. Figure 3.4 also shows horizontal
averaging kernels, from which the along-track horizontal resolution is determined to be∼250–500 km over
most of the vertical range. The cross-track resolution, setby the width of the field of view of the 640-GHz
radiometer, is∼3 km. The along-track separation between adjacent retrieved profiles is 1.5◦ great circle an-
gle (∼165 km), whereas the longitudinal separation of MLS measurements, set by the Aura orbit, is 10◦–20◦

over low and middle latitudes, with much finer sampling in thepolar regions.

Precision

The precision of the MLS ClO measurements is estimated empirically by computing the standard deviation
of the descending (i.e., nighttime) profiles in the 20◦-wide latitude band centered around the equator. For
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Figure 3.4: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 ClO data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.4. Chlorine Monoxide
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Figure 3.5: Precision of the (left) v2.2 and (right) v1.5 MLS ClO measurements for four representative
days (see legend). Solid lines depict the observed scatter in nighttime-only measurements obtained in a
narrow equatorial band (see text); dotted lines depict the theoretical precision estimated by the retrieval
algorithm.

this region and time of day, natural atmospheric variability should be negligible relative to the measurement
noise. As shown in Figure 3.5, the observed scatter in the v2.2 data is∼0.1 ppbv from 100 to 3 hPa, rising to
∼0.3 ppbv at 1 hPa, above which it increases sharply. The scatter is essentially invariant with time, as seen
by comparing the results for the different days shown in Figure 3.5.

The single-profile precision estimates cited here are, to first order, independent of latitude and season,
but it should be borne in mind that the scientific utility of individual MLS profiles (i.e., signal to noise) varies
with ClO abundance. Outside of the lower stratospheric winter polar vortices, within which ClO is often
strongly enhanced, the single-profile precision exceeds typical ClO mixing ratios, necessitating the use of
averages for scientific studies. In most cases, precision can be improved by averaging, with the precision of
an average ofN profiles being 1/

√
N times the precision of an individual profile (note that this is not the case

for averages of successive along-track profiles, which are not completely independent because of horizontal
smearing).

The observational determination of the precision is compared in Figure 3.5 to the theoretical precision
values reported by the Level 2 data processing algorithms. The predicted precision exceeds the observed
scatter, particularly above 15 hPa, indicating that the a priori information and the vertical smoothing applied
to stabilize the retrieval are influencing the results at these levels. Because the theoretical precisions take into
account occasional variations in instrument performance,the best estimate of the precision of an individual
data point is the value quoted for that point in the L2GP files,but it should be borne in mind that this
approach slightly overestimates the actual measurement noise.

Accuracy

The effects of various sources of systematic uncertainty (e.g., instrumental issues, spectroscopic uncertainty,
and approximations in the retrieval formulation and implementation) on the MLS v2.2 ClO measurements
have been quantified through a comprehensive set of retrieval simulations. The results of this uncertainty
analysis are summarized in Table 3.2; see Santee et al. [2008] for further details of how the analysis was
conducted and the magnitude of the expected biases, additional scatter, and possible scaling errors each
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Chapter 3. Results for ‘standard’ MLS data products

source of uncertainty may introduce into the data. In aggregate, systematic uncertainties are estimated to
induce in the v2.2 ClO measurements biases of∼±0.1 ppbv from 100 to 32 hPa and less than±0.05 ppbv
above 22 hPa and multiplicative errors of∼±5–20% throughout the stratosphere. A significant feature of
the v2.2 MLS ClO measurements not explained by the uncertainty analysis, however, is the existence of a
negative bias in the data at the retrieval levels below 22 hPa(see Table 3.2). Quantification of the low bias
is discussed in detail by Santee et al. [2008].

Data screening

Pressure range (100 – 1.0 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong an influence ofa priori information (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: Nonzero but even values ofStatus indicate that the profile has been marked as questionable,
typically because the measurements may have been affected by the presence of thick clouds. Globally
fewer than 1% of profiles are typically identified in this manner, and clouds generally have little
influence on the stratospheric ClO data. Thus profiles with even values ofStatus may be used
without restriction.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greaterthan 0.8 should be
used in scientific study. This threshold forQuality typically excludes∼1–3% of ClO profiles on
a daily basis; it is a conservative value that potentially discards a significant fraction of “good” data
points while not necessarily identifying all “bad” ones.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.5
should be used in investigations. On a typical day this threshold for Convergence discards 2–5%
of the ClO profiles, some (but not all) of which are filtered outby the other quality control measures.

Artifacts

• A significant negative bias (see Table 3.2) is present in bothdaytime and nighttime mixing ratios
below 22 hPa. Although at the times/locations at which chlorine is not activated the negative bias in
the MLS ClO data can be eliminated by subtracting gridded or zonal-mean nighttime values from the
individual daytime measurements, taking day-night differences is not a practical approach inside the
winter polar vortices, where subtraction of nonnegligiblenighttime ClO values substantially reduces
the degree of chlorine activation indicated by the data. We therefore recommend that the negative bias
be corrected for by subtracting the value in Table 3.2 from the measurements at each affected level.

Review of comparisons with other datasets

Comparisons with a climatology derived from the multi-yearUARS MLS dataset and correlative datasets
from a variety of different platforms (ground-based, balloon-borne, aircraft, and satellite instruments) have
also been undertaken. A consistent picture emerges that both the amplitude and the altitude of the secondary
peak in the ClO profile in the upper stratosphere are well determined by MLS. The latitudinal and seasonal
variations in the ClO distribution in the lower stratosphere are also well determined, but the correlative com-
parisons confirm the existence of a substantial negative bias in the v2.2 MLS ClO data at the lowest retrieval
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3.4. Chlorine Monoxide

levels. Further details on the correlative datasets and thecomparisons with MLS v2.2 ClO measurements
are given in Santee et al. [2008].

Desired improvements for future data version(s)

• Reduce the substantial negative bias present at the lowest retrieval levels (below 22 hPa).

• Improve the ClO retrievals at 147 hPa.

Table 3.2: Summary of Aura MLS v2.2 ClO Characteristics

Pressure
/ hPa

Resolution
V × Ha

/ km

Precisionb

/ ppbv

Bias
uncertaintyc

/ ppbv

Scaling
uncertaintyc

/ %

Known Artifacts
or Other Comments

0.68–0.001 — — — — Unsuitable for scientific use
1.0 3.5× 350 ±0.3 ±0.05 ±15%

22–1.5 3–4.5× 250–400 ±0.1 ±0.05 ±5–15%
32 3× 400 ±0.1 ±0.1 ±10% −0.02 ppbv systematic biasd

46 3× 450 ±0.1 ±0.1 ±20% −0.12 ppbv systematic biasd

68 3× 500 ±0.1 ±0.1 ±20% −0.27 ppbv systematic biasd

100 3.5× 500 ±0.1 ±0.1 ±20% −0.41 ppbv systematic biasd

147–316 — — — — Unsuitable for scientific use
1000–464 — — — — Not retrieved

aVertical and Horizontal resolution in along-track direction.
bPrecision on individual profiles, determined from observedscatter in nighttime (descending) data in a region of minimal

atmospheric variability.
cValues should be interpreted as 2-σ estimates of the probable magnitude and, at the higher pressures, are the uncertainties after

subtraction of the known negative bias tabulated in the rightmost column.
dDetermined directly from the observations, not from simulations. Values quoted are based on averages over middle and high

latitudes; see Santee et al. [2008] for latitudinal variations in the magnitude of the bias estimates.
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3.5. Carbon monoxide

3.5 Carbon monoxide

Swath name: CO

Useful range: 215 – 0.0046 hPa

Contact: Hugh C. Pumphrey (stratosphere/mesosphere),Email: <H.C.Pumphrey@ed.ac.uk>
Nathaniel Livesey (troposphere),Email: <Nathaniel.Livesey@jpl.nasa.gov>

Introduction

Carbon monoxide is retrieved from radiance measurements oftwo bands in the MLS 240 GHz radiometer:
R3:240:B9F:CO andR3:240.B25D:CO. Full details are given in Pumphrey et al. [2007] and Livesey
et al. [2008]. The retrieved values are qualitatively similar to earlier measurements of CO, but appear to
have some systematic scaling errors as indicated in Table 3.3.

Resolution

Figure 3.6 shows the horizontal and vertical averaging kernels for v2.2 MLS CO. In the middle atmosphere,
the MLS v2.2 CO retrieval is only lightly constrained. This means that the vertical and horizontal resolutions
are essentially those of the chosen retrieval grid, being∼2.5 km vertically and 150 – 200 km horizontally. In
the UT/LS region, the vertical resolution worsens to∼4 km, with∼300 – 400 km resolution in the horizontal.

Precision

The MLS data are supplied with an estimated precision (the field L2gpPrecisionwhich is the a postiori
precision as returned by the optimal estimation. This is greater than the scatter observed in the data in
regions of low natural variability due to the effects of retrieval smoothing. Where the estimated precision is
greater than 50% of the a priori precision the data will be influenced by the a priori to an undesirably large
extent. In such cases,L2gpPrecision is set to be negative to indicate that the data should not be used.
Figure 3.7 shows both the scatter and estimated precision for CO, with a typical profile for comparison.

Note that the random errors are larger than 100% of the mixingratio for much of the vertical range,
meaning that considerable averaging is needed to make use ofthe data.

Accuracy

The estimated accuracy is summarized in Table 3.3. In the middle atmosphere the accuracies are estimated
by comparisons with the ACE-FTS instrument; see Pumphrey etal. [2007] for further details. Close inspec-
tion of the data suggests that the accuracy in this region is best represented as a purely multiplicative error.
The MLS v2.2 CO data at 215 hPa (upper troposphere in the tropics, lower stratosphere in the mid-latitudes)
shows high (factor of∼2) biases compared to other observations. The morphology, however, is generally
realistic [Livesey et al., 2008]. Addressing this issue is ahigh priority activity for later versions of the MLS
data processing algorithms.

Data screening

Pressure range (215 – 0.0046 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see Section 1.4).
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Figure 3.6: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 CO data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.5. Carbon monoxide
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Figure 3.7: Scatter (standard deviation) and (estimated) precision for MLS V2.2 CO. The statistics
shown are generated from all profiles within 10◦ of the equator on 28 January 2005. A profile of
the mean volume mixing ratio (VMR) is shown for comparison. The vertical co-ordinate is 16(3−
log10(Pressure/hPa)) so that 16 km on the axis is exactly 100 hPa.

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
Section 1.5).

Clouds: While scattering from thick clouds can lead to some unrealistic values for MLS v2.2 CO, the
application of theQuality andConvergencescreening approaches described below capture most
of these. For studies of the upper stratosphere and mesosphere, it is not necessary to screen the
data for clouds. The cloud ‘warning’ bits inStatus are more overly sensitive than they were in
v1.5. Rejecting profiles on the basis of theseStatus bits discards a large number of values that
are not obviously ‘bad’ (either geophysically or from the standpoint of retrieval performance). More
discerning cloud screening approaches are under investigation at the time of writing.

Quality field: In the stratosphere and mesosphere (p≤ 100 hPa) only profiles with a value of theQuality
field (see Section 1.5)greaterthan 0.2 should be used in scientific study. In the UT/LS (p > 100 hPa)
a stricter cutoff of 1.2 should be used. This stricter value removes about 2% of the data globally, 6%
between 30◦S and 30◦N.

Convergence field: Only profiles with a value of theConvergence field (see Section 1.5)lessthan 1.8
should be used in investigations. This test should reject about 1% of profiles, from entire chunks that
have failed to converge, so that the retrieved profile is similar to the a priori.

Artifacts

• Systematic factor of∼2 high bias for data at 215 hPa.

• Positive systematic error of 30-50% throughout the mesosphere.

• Negative systematic error of 50-70% near 30 hPa.
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Table 3.3: Data quality summary for MLS version 2.2 CO.

Pressure Resolution / km Precisiona / Systematic Comment
/ hPa Vert × Horiz. ppbv Uncertainty

< 0.001 — — — Not retrieved
0.0022-0.001 — — — Unsuitable for scientific use

0.0022 9× 200 11000 +30% to+50%
0.01 7× 200 3000 +30% to+50%
0.046 6.5× 200 1100 +30% to+50%
0.14 3× 200 900 +30% to+50%

1 3× 230 200 +30% to+50%
10 3× 300 28 ±10%
31 3× 300 14 −70% to−50%
100 4× 500 20 ±20 ppbv and±30%
147 4× 500 20 ±30 ppbv and±30%
215 5× 600 20 ∼ +100%b

316 — — — Unsuitable for scientific use
>316 — — — Not retrieved

aEstimated mainly from comparisons with other datasets
bBased on comparisons with other datasets rather than the theoretical calculations used for other pressures.

• Retrieved profiles are rather jagged, especially between 1 hPa (48 km) and 0.1 hPa (64 km).

Review of comparisons with other datasets

In the upper troposphere, comparisons with various in situ CO observations (NASA DC-8, WB-57 and the
MOZAIC dataset) indicate that the MLS v2.2 215 hPa CO productis biased high by a factor of∼2. In
the mesosphere, comparisons with ODIN-SMR and ACE-FTS suggest a positive bias: 30%-50% against
ACE-FTS, 50%-100% against SMR. Near 31 hPa, the MLS values are lower than SMR and ACE-FTS by at
least 70%.

Desired improvements for future data version(s)

The main goal for future versions is to address the∼100% high bias in the MLS v2.2 CO product at 215 hPa.
In addition, the extension of the useful range of the data down to 316 hPa is a high priority, along with
improved understanding (and hopefully correction) of any biases in the stratosphere and mesosphere. It
may be possible to constrain the retrieval in the middle atmosphere slightly more, in order to make the
retrieval less noisy, without having too severe an impact onthe accuracy or resolution.
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3.6. Geopotential Height

3.6 Geopotential Height

Swath name: GPH

Useful range: 316 – 0.001 hPa

Contact: Michael J. Schwartz,Email: <Michael.J.Schwartz@jpl.nasa.gov>

Introduction

The MLS geopotential height (GPH) product is described in Schwartz et al. [2008]. This product is retrieved,
along with temperature and the related assignment of tangent pressures to limb views, (pTan) primarily
from bands near O2 spectral lines at 118-GHz and 234 GHz. GPH and Temperature are coupled through
hydrostatic balance and the gas law; the change of pressure between levels is the weight of the column
between the levels. The GPH difference between a given pressure level and the 100 hPa reference level is
the integrated temperature with respect to log-pressure between the levels, scaled byR/M/g0, whereR is the
gas constant,M is the molar mass of air, andg0 is mean sea-level gravity. Only one element of GPH, taken
to be the value at 100 hPa, is independent of the temperature profile. Table 3.6 summarizes the meaurement
precision, modeled accuracy and observed biases. The following sections provide details.

Vertical resolution

Vertical resolution is not well-defined for GPH, as it is an integrated quantity. The vertical resolution of
temperature, which is integrated to give GPH, is given in Section 3.20.

Precision

The precison of the MLS v2.2 temperature measurement is summarized in Table 3.6. Precision is the random
component of measurements that will average-down if a measurement is repeated. The retrieval software
returns an estimate of GPH precision only for the 100 hPa reference level, as this is the only element included
in the MLS “state vector.” GPH precision at other standard-product profile levels (summarized in column 2
of Table 3.6) is calculated from the GPH precision at the reference level and the profile of temperature
precisions. Calculated precision values are∼ 35 m from 316 hPa to 100 hPa,∼ 45 m at 1 hPa,∼ 110 m
at 0.001 hPa. Off-diagonal elements of the temperature/GPHerror covariance matrix are neglected in this
GPH-precision-profile calculation, but resulting errors are believed to be small (∼ 5 km near 100 hPa.)

Accuracy

The accuracy of the v2.2 GPH has been modeled based upon consideration of a variety of sources of sys-
tematic error, as discussed in [Schwartz et al., 2008]. Of the error sources considered, “Gain Compression”,
(non-linearity in the radiometer intermediate-frequencyamplifiers,) has the largest impact, just as is the case
with the calculation for temperature. Simulations suggestthat gain compression introduces a positive biases
in MLS GPH of∼ 150 m at 100 hPa that increase to 200 m at 10 hPa and to 700 m at 0.001 hPa. These
values are the first terms in column four of Table 3.6. The second terms in column four are model-based esti-
mates of the bias magnitude from other sources including uncertainty in pointing/field-of-view, uncertainty
in spectroscopic parameters, and retrieval numerics. The combined bias magnitudes due to these sources is
100–150 m.
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Column 5 of Table 3.6 contains estimates of bias based upon comparisons with analyses and with other
previously-validated satellite-based measurements. Theprimary sources of correlative data were the God-
dard Earth Observing System, Version 5.0.1 data assimilation system (GEOS-5) [Reinecker et al., 2007],
used in the troposphere and lower stratosphere, and the Sounding of the Atmosphere using Broadband Ra-
diometry (SABER) [Mlynczak and Russell, 1995], used in the upper stratospher through the mesosphere.
Correction for gain compression, which is not included in v2.2 algorithms, would bring MLS GPH into bet-
ter agreement with correlative measurements at 100 hPa, eliminating most of the observed 150 m high bias
in MLS relative to GEOS-5. However, it makes agreement worsewith SABER GPH in the mesosphere and
lower thermosphere, approximately doubling the observed 600-m low bias in MLS GPH relative to SABER
at 0.001 hPa..

Data screening

GPH should be screened in the same way as temperature.

Pressure range (316 – 0.001 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at pressures where the estimated precision is negative should not be used, to
avoid too strong ana priori influence (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: GPHStatusClouds impact MLS v2.2 GPH only in the troposphere, predominantly in the tropics
and to a lesser extent in mid-latitudes. Recommended screening in the troposphere is the same as for
temperature. If the low-cloud bit (the fifth least significant bit) is set in either of the two profiles
following a given profile, then that profile should be considered to be potentially impacted by cloud.
The misalignment of cloud information by 1–2 profiles along track is discussed in Wu et al. [2008].
The method flags 16% of tropical and 5% of global profiles as cloudy and captures 86% of the tropical
316 hPa temperatures that are more than -4.5K (∼ 2σ) below the mean of<MLS minusa priori>.
The last two profiles of a day cannot be screened this way, and should not be used in the troposphere.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greater than 0.6 should
be used in scientific study. This threshold typically excludes 4% of profiles. In the polar autumn
and winter, there are days for which the final “phase” of the GPH/temperature retrieval, that part of
the retrieval which adds information from the 239-GHz isotopic O2 line, fails to converge. For these
profiles, quality is in the range 0.4–0.6 andConvergence (discussed below) is greater than 1.2, but
reasonable retrieval values may still be obtained in the stratosphere. These profiles may be used, with
caution, in the stratosphere, but should not be used at 261 hPa or higher pressures.

Convergence field: Use of profiles withConvergence greater than 1.2 is not recommended. Use of this
threshold typically discards 2% of profiles, but only an additional 0.5% beyond those already flagged
by Quality<0.6.

Review of comparisons with other datasets

The 100 hPa reference GPH (refGPH) is typically 100–250 m higher than GEOS-5 in the northern high
latitudes and 50–200 m higher than GEOS-5 in the Southern high latitudes. At low latitudes, the ascending
branch of the orbit is typically 0–120 m higher than GEOS-5 while the descending branch is 100-200 m
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3.6. Geopotential Height

Region
Resolution

Vert. × Horiz.
/ km

Precisiona

/ meters

Modeled
bias

uncertainty
/ m

Observed
bias

uncertainty
/ m

Comments

<0.001 hPa — — — — Unsuitable for scientific use
0.001 hPa 15× 220 ±110 700±150 −450
0.01 hPa 14× 185 ±85 600±100 −100
0.1 hPa 9× 165 ±60 500±150 0
1 hPa 8× 165 ±45 300±100 100
10 hPa 4.3× 165 ±35 200±100 100
100 hPa 5.2× 165 ±30 150±100 150
316 hPa 5.3× 170 ±35 100±150 150

1000 – 383 hPa — — — — Unsuitable for scientific use

aPrecision on individual profiles

higher. A seasonal cycle in the daily mean differences of∼ 100 m peak-to-peak is evident in the high-
southern latitudes (peaking in January) and in the ascending branch of the equatorial mean differences
(peaking in July) There has been a general downward trend in the MLS minus GEOS-5 bias of 40–50 m/year
over the life of the mission. Correction of gain compression, which is neglected in v02.2 retrievals, lowers
MLS 100 hPa GPH by∼ 150 m, bringing it into better agreement with GEOS-5. MLS v2.2 GPH has a bias
of ∼ 100 m at 10 hPa with respect to GEOS-5 and SABER, and the bias with respect to SABER becomes
increasingly negative at lower pressures:∼−100 m at 0.01 hPa and∼−500 m at 0.001 hPa. These negative
biases reflect the general low temperature bias of MLS with respect to SABER.

Desired improvements for future data version(s)

Biases in MLS GPH in the troposphere and stratosphere are believed to be related to “gain compression,”
which is a form of non-linearity in MLS intermediate-frequency amplifiers. Modeling experiments suggest
that correction for gain compression will bring MLS temperature and GPH measurements into better agree-
ment with correlative data in the troposphere and lower stratosphere. In the upper stratosphere to the top
of the retrieval, MLS retrieved temperature generally has alow bias relative to correlative measurements
and so has a low bias in GPH, reaching−450 m at 0.001 hPa. The current model of gain compression is
such that its correction will make GPH agreement with correlative data such as SABER worse at upper
levels. A future version of MLS software which corrects for “gain compression” should improve the GPH
product and the internal consitency of the pointing and radiative transfer models used in atmospheric con-
stituent retrievals. Biases with respect to correlative measurements at the highest retrieval levels are tied to
retrieved-temperature biases, and are under investigation.
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3.7. Water Vapor

3.7 Water Vapor

Swath name: H2O

Useful range: 316 – 0.002 hPa

Contact: Alyn Lambert (stratosphere/mesosphere),Email: <lambert@mls.jpl.nasa.gov>
William Read (troposphere),Email: <bill@mls.jpl.nasa.gov>

Introduction

The standard water vapor product is taken from the 190 GHz (Core+R2A) retrieval. The vertical grid for
H2O is: 1000 – 22 hPa, 12 levels per decade change in pressure (lpd), 6 lpd for 14.7–0.1 hPa, and 3 lpd for
0.1—10.0-5 hPa 3 lpd. The horizontal grid is every 1.5◦ along the orbit track. It is unusual among MLS
products in that it is assumed that log(Mixing ratio), and not mixing ratio itself, varies linearly with log
pressure. Scientific studies considering averages of MLS water vapor data should perform the averaging on
log(H2O). Water vapor validation is presented in Read et al. [2007]and Lambert et al. [2007]. Table 3.4 is
a summary of precision, resolution, and accuracy.

Resolution

Based on Figure 3.8, the vertical resolution for H2O is 1.5 km at 316 hpa increasing to 3.3–3.5 at 147 hPa.
The vertical resolution remains∼3.5 km to 4.6 hPa. At pressures lower than 4.6 hPa, the resolution steadily
degrades to∼15 km at 0.1 hPa and holds steady at even lower pressures. The along track horizontal reso-
lution is∼ 200 km for pressures greater than 4.6 hPa, and degrades to 400–750 km at lower pressures. The
horizontal cross-track resolution is set by the 7 km width ofthe MLS 190-GHz field-of-view for all pres-
sures. The longitudinal separation of the MLS measurementsis 10◦–20◦ over middle and lower latitudes,
with much finer sampling in polar regions.

Precision

For pressures≥83 hPa the precisions given are the 1-σ scatter about the mean of coincident comparison
differences, which are larger than the formal retrieval precisions [Read et al., 2007]. For pressures≤68 hPa
the formal retrieval precisions calculated by the Level-2 algorithms are given, which are generally compa-
rable to the scatter of coincident ascending/descending MLS profile differences, but become larger in the
mesosphere [Lambert et al., 2007]. The precisions are set tonegative values in situations when the retrieved
precision is larger than 50% of the a priori precision—an indication that the data are biased toward the a
priori value.

Accuracy

The values for accuracy are based primarily on two sources: comparisons with validated instruments or
from the systematic error analysis performed on the MLS measurement system [Read et al., 2007] and
[Lambert et al., 2007]. For pressures between 316–215 hPa, Comparisons between AIRS and MLS show
∼5% bias which is considerably less than either the AIRS or theMLS estimates of accuracy. The values in
the table for these pressures are AIRS validated accuracieswhich are less than those potentially possible for
the MLS measurement system. For the pressure range 178–83 hPa, they come directly from the systematic
error analysis performed on the MLS measurement system. Fewcomparisons with reliable instrumentation
exist for pressures between 178–147 hPa. These comparisonswhich include in situ sensors on the WB57
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Figure 3.8: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 H2O data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.7. Water Vapor

and frostpoint hygrometers flown on balloons indicate better performance than indicated in the table. An
estimate of the accuracy between 121–83 hPa is also from the systematic error analysis performed on the
MLS measurement system. Comparisons among in situ sensors on the WB57 high altitude aircraft and
frostpoint hygrometers flown on balloons show 30% disagreements—well in excess of the estimate accuracy
of each instrument including MLS—near the tropopause and lower stratosphere. The balloon based frost
point hygrometer shows agreement better than indicated in the table. The validation paper describes in detail
why a 30% spread is inconsistent with the MLS measurements [Read et al., 2007]. For pressures less than
83 hPa the accuracy is based on the systematic error analysis.

Data screening

Pressure range (316 – 0.002 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status value: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: Ignore, but see Artifacts.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greaterthan 0.9 should be
used in scientific study. This eliminates∼1% of the profiles on a typical day.

Convergence field: Ignore

Artifacts

There is a minimum concentration where MLS H2O measurements become unreliable. This is given in
Table 3.4 under the “Min. H2O” column. The lowest allowable H2O is 0.1 ppmv. Errors in the middle
tropospheric H2O constraint can cause errors at 316 and 261 hPa. The error manifests as dry (<1 ppmv) and
moist spikes in a orbital time series. Such data are usually accompanied with good quality and status. Clouds
in the field of view also degrade the data in unpredictable ways. Most instances of quality<0.9 occur in the
presence of clouds; and therefore successfully screened. Comparisons with AIRS in MLS detected cloudy
scenes that were successfully cleared with AIRS cloud clearing algorithms and pass MLS data screening
metrics show small biases∼10% with a 50% increase in precision for the individual differences. Therefore
users should be aware that although the overall statistics for measurements inside clouds are similar to that
for clear sky, individual profiles will exhibit greater variability in their precision.

Correlative measurement comparisons show a fine-scale oscillation in the v2.2 H2O retrievals, whereby
the mixing ratio at the 31.6 hPa (26.1 hPa) level is persistently low (high) by≤0.4 ppmv (8%). Distributions
of the differences in the H2O values between these pressure levels as a function of latitude and time indicates
that larger amplitude oscillations can occur in the polar vortices and occasionally be reversed in sign. Rather
than attempting a correction using fixed additive offsets, we suggest replacing the values at the 31.6 hPa
and 26.1 hPa levels with their average for investigations that are impacted by the presence of the oscillation
using the following algorithm: ifv31.6 < v38.3 and v31.6 < v26.1 and v21.5 < v26.1 thenv31.6 = v26.1 = (v31.6 +
v26.1)/2, wherevp is the volume mixing ratio at the pressure levelp in hPa.

Review of comparisons with other datasets

Read et al. [2007] and Lambert et al. [2007] describe in detail the validation of the H2O data.
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Desired improvements for future data version(s)

Comparisons with AIRS show the likelihood that MLS has a 1.3%radiance scaling error [Read et al., 2007]
that will cause an overestimation of the H2O concentrations greater than 500 ppmv. It also severely affects
the middle tropospheric relative humidity retrieval whichis used as an estimate of middle tropospheric
H2O. Future versions will correct for this error and extend theH2O retrieval to lower altitudes. Correlative
measurement comparisons indicate a persistent vertical oscillation in the region 32–26 hPa of amplitude
∼0.4 ppmv which is a symptom of a known gain compression behavior in the MLS radiometric calibration.
Future versions will address this.
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3.7. Water Vapor

Table 3.4: Summary of MLS v2.2 UTLS H2O product.

Pressure /
hPa

Resolution
V×H / km

Precisiona

/ %
Accuracy
/ ppmv

Min. /
ppmvb Comments

0.001 — — — — Unsuitable for scientific use
0.002 13× 320 180 34 0.1
0.004 13× 360 82 16 0.1
0.010 12× 390 34 11 0.1
0.022 12× 420 18 9 0.1
0.046 16× 430 10 8 0.1
0.10 14× 440 6 8 0.1
0.22 6.7× 420 5 7 0.1
0.46 5.5× 410 4 6 0.1
1.00 4.6× 410 4 4 0.1
2.15 4.0× 380 4 5 0.1
4.64 3.6× 320 4 7 0.1
10 3.3× 280 4 9 0.1
22 3.2× 290 4 7 0.1
46 3.1× 240 6 4 0.1
68 3.2× 220 8 6 0.1
83 3.5× 180 10 7 0.1
100 3.4× 180 15 8 0.1
121 3.3× 180 20 12 0.1
147 3.5× 200 20 15 0.1
178 3.3× 185 25 20 3

215 1.9× 190 40 25 3
MLS overestimates H2O for vmr
> 500ppmv

261 1.5× 200 35 20 4
MLS overestimates H2O for vmr
> 500ppmv

316 1.5× 185 65 15 7

MLS overestimates H2O for vmr
> 500ppmv. Occasionally erro-
neous low value< 1 ppmv and
high value fliers are retrieved in
the tropics

>316 — — — — Unsuitable for scientific use

aPrecision for a single MLS profile
bMinimum H2O is an estimate of the minimum H2O concentration measurable by v2.2 MLS.
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3.8. Hydrogen Chloride

3.8 Hydrogen Chloride

Swath name: HCl

Useful range: 100 – 0.15 hPa

Contact: Lucien Froidevaux,Email: <Lucien.Froidevaux@jpl.nasa.gov>

Introduction

The MLS v2.2 retrievals of the HCl standard product (from theMLS 640 GHz radiometer) use a slightly
different set of channels, now from band 14, as a result of deterioration observed since early 2006 in nearby
band 13, originally used for v1.51 HCl. Band 13 has been turned off since Feb. 16, 2006, except for
occasional days as a diagnostic. For days prior to this date,the MLS v2.2 software also produces a separate
’HCl-640-B13’ product (stored in the L2GP-DGG file) using the band 13 radiances. This product has
slightly better precision and vertical resolution in the upper stratosphere than the v2.2 standard HCl product,
but is only available up to Feb. 15 2006. MLS HCl data continuity across the Feb. 16, 2006 date requires v2.2
(reprocessed) standard HCl product data, as there are discontinuities (typically a few percent in the mid- to
upper stratosphere) if one uses v1.51 data prior to that date, in conjunction with v1.52 data thereafter. Aside
from these issues, the standard HCl product for v2.2 is noisier than for v1.5 data, but has slightly better
vertical resolution in the upper stratosphere, mainly because of changes made to the retrieval’s vertical
smoothing constraints. The changes in average HCl, relative to v1.5 data, are typically< 5–10%; retrieved
values are now slightly larger in the upper stratosphere andlower mesosphere, and smaller in the lower
stratosphere.

Table 3.5 summarizes the MLS HCl resolution, precision, andaccuracy estimates as a function of pres-
sure. More discussion and a brief validation summary are given in the following sections, along with data
screening recommendations, which should be of particular interest to MLS data users. Analyses describ-
ing detailed validation of this MLS v2.2 product and comparisons with other data sets are described in
Froidevaux et al. [2008b].

Resolution

Based on the width of the averaging kernels shown in Figure 3.9, the vertical resolution for the standard HCl
product is∼3 km (or about double the 640 GHz radiometer vertical field of view width at half-maximum) in
the stratosphere, but degrades to 4–6 km in the lower mesosphere. The along-track resolution is∼200 km for
pressures of 2 hPa or more, and∼500 km in the lower mesosphere; typical (rounded off) valuesfor resolution
are provided in Table 3.5. The cross-track resolution is setby the 3 km width of the MLS 640 GHz field of
view. The longitudinal separation of MLS measurements, setby the Aura orbit, is 10◦–20◦ over middle and
lower latitudes, with much finer sampling in polar regions.

Precision

The estimated single-profile precision reported by the Level 2 software varies from∼0.2 to 0.6 ppbv in the
stratosphere (see Table 3.5), and poorer precision is obtained in the mesosphere. The Level 2 precision
values are often only slightly lower than the observed scatter in the data, as evaluated from a narrow lat-
itude band centered around the equator where atmospheric variability is often smaller than elsewhere, or
as obtained from a comparison between ascending and descending coincident MLS profiles. The scatter in
MLS data and in simulated MLS retrievals (using noise-free radiances) becomes smaller than the theoretical
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Figure 3.9: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 HCl data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.

H
C

l

46 EOS Microwave Limb Sounder



3.8. Hydrogen Chloride

precision (given in the Level 2 files) in the upper stratosphere and mesosphere, where there is a larger impact
of a priori and smoothing constraints.

The HCl precision values are generally flagged negative at pressures less than 0.1 hPa, indicating in-
creasing influence from the a priori, although MLS information still exists (e.g., for averages and relative
changes) into the upper mesosphere.

Accuracy

The accuracy estimates shown in the Table come from a quantification of the combined effects of possible
systematic errors in MLS calibration, spectroscopy, etc... on the HCl retrievals. These values are intended
to represent 2 sigma estimates of accuracy. For more details, see the MLS validation paper by Froidevaux
et al. [2008b]. Overall, we see no evidence, based on a numberof comparisons with data sets from satellites,
aircraft, and balloons, that significant disagreements (outside the combined accuracy estimates) or significant
MLS-related issues exist for HCl for pressure of 100 hPa and less.

Data screening

Pressure range (100 – 0.15 hPa):Values outside this range are not recommended for scientificuse. We note
that the MLS values at 147 hPa are noisy compared to the typical abundances (of less than 0.5 ppbv)
in this region; negative biases were present in this region for v1.5 data, but the v2.2 147 hPa values
are biased high, at least at low to mid-latitudes. Also, although there is likely some value in the
average MLS HCl data for pressures of 0.1 hPa or less, based onthe MLS radiance signals in the
upper mesosphere, the increasing influence ofa priori in that region indicates that caution should be
applied, and we currently do not recommend using these data.

Estimated Precision: Only use positive precision values. Values at pressure levels where the estimated
precision is flagged negative should not be used, to avoid toostrong ana priori influence (see sec-
tion 1.4). Nevertheless, MLS does show sensitivity to HCl into the upper mesosphere (e.g., for relative
changes and average values).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Quality field: Only profiles with a value of theQuality field (see section 1.5)greaterthan 1.0 should be
used; this removes profiles with the poorest radiance fits, typically a few % of the daily profiles (but
often about 5% from the tropics). For HCl (and the 640 GHz MLS products in general), this screening
correlates well with the poorly converged sets of profiles (see below); we recommend the use of both
theQuality andConvergence fields for data screening.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.5
should be used. For the vast majority of profiles, this field isless than 1.1. On occasion, sets of
profiles (typically one or more group of ten profiles, retrieved as a ‘chunk’) have thisConvergence
field set to more than 1.5. These profiles are usually almost noise-free and close to the a priori profile,
and need to be discarded as non-converged. TheQuality field (see above) most often yields poorer
quality values for these non-converged profiles, and this typically affects a few % of the total number
of (daily) profiles (including about 5% of the tropical profiles).
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Table 3.5: Summary for MLS hydrogen chloride

Pressure Precisiona Resolution
V × H

Accuracyb Comments

hPa ppbv % km ppbv %

0.1 — — — — — Unsuitable for scientific use
0.15 1.2 40 6× 400 0.25 8
0.2 0.9 30 6× 350 0.25 8
0.5 0.7 20 5× 350 0.15 5
1 0.5 15 4× 300 0.15 5
2 0.4 15 3× 250 0.15 6
5 0.3 10 3× 200 0.2 7
10 0.2 10 3× 200 0.2 10
20 0.2 15 3× 200 0.1 10

46 0.2 10 to> 40 3× 300 0.2 10 to> 40
Percent values vary strongly
with latitude

68 0.2 15 to> 80 3× 350 0.2 15 to> 80
Percent values vary strongly
with latitude

100 0.3 30 to> 100 3× 350 0.15 15 to> 100
Percent values vary strongly
with latitude

147 0.4 50 to> 100 3× 400 0.3 50 to> 100

May be useful at high lati-
tudes, but high bias at low
latitudes (not recommended
for scientific use)

aPrecision (1 sigma) for individual profiles
b2 sigma estimate from systematic uncertainty characterization tests

Review of comparisons with other datasets

The differences between MLS v2.2 HCl data and HALOE and ACE-FTS HCl are overall similar to those
observed for v1.5 data [Froidevaux et al., 2006a] as discussed by Froidevaux et al. [2008b], who also provide
results of comparisons between MLS HCl and balloon and aircraft measurements. MLS HCl at 147 hPa is
biased high vs. the WB-57 aircraft in-situ (CIMS) measurements (low to mid-latitudes); the MLS data may
be useful at high latitudes for this pressure level. Monthlymean time series of global upper stratospheric
and lower mesospheric HCl (v1.5) data from September 2004 toJanuary 2006 have been compared to
expectations and other satellite data sets by Froidevaux etal. [2006b], who find that there has been a slow
decrease in HCl and inferred total chlorine during that timeperiod.

Artifacts

• Users should ensure that they screen out the non-converged (and poor quality) profiles, as these sets
of profiles (a few percent on most days) do not behave like the majority of the other MLS retrievals
for this product (see above).

• The values at 147 hPa are biased high compared vs. aircraft data (see above). Note that the v1.5 values
exhibited some negative average values in this region and were not recommended for use.
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3.9. Hydrogen Cyanide

3.9 Hydrogen Cyanide

Swath name: HCN

Useful range: 10 – 0.1 hPa (Approx 32-64 km)

Contact: Hugh C. Pumphrey,Email: <H.C.Pumphrey@ed.ac.uk>

Introduction

HCN is retrieved from bandsR2:190.B6F:O3andR2:190.B27M:HCN. B27M is centered, in the lower
sideband, on the 177.26 GHz spectral line of HCN and is overlapped by the outer channels of B6F. Although
the target line is in an uncluttered part of the spectrum, theupper sideband of B27M contains many inter-
fering lines of O3 and HNO3. As a result, the HCN product is not usable in the lower stratosphere. In the
recommended range it is usable, but has rather poor precision and resolution.

It is possible to retrieve weekly zonal means of HCN over a greater vertical range by first averaging
the radiances. Results of this process and further information on the HCN measurement may be found in
Pumphrey et al. [2006].

Vertical resolution

The HCN signal is rather small, so a rather strong smoothing constraint has to be applied to ensure that the
retrieval is at all useful. As Figure 3.10 shows, the vertical resolution is about 8 km at 10 hPa, degrading to
12 km at 0.1 hPa. The horizontal resolution along the measurement track is between 2 and 4 profile spacings.

Precision

Figure 3.11 shows the estimated precision (values of the field L2gpPrecision), together with the ob-
served standard deviation in an equatorial latitude band where the natural variability of the atmosphere is
small. The observed scatter is smaller than the estimated precision due to the effects of retrieval smoothing.

Accuracy

The accuracy of the HCN product has not been assessed in detail because a cursory inspection reveals that
the product has extremely large systematic errors in the lower stratosphere. For this reason the data are not
considered to be useful at altitudes below 32 km (pressures>10 hPa). In the upper stratosphere the values
are in line with current understanding of the chemistry of HCN. Comparison to historical values suggests an
accuracy of no worse than 50%. The precision, resolution andaccuracy of the HCN data are summarized in
table 3.6.

Data screening

Pressure range (10 – 0.1 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).
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Figure 3.10: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 HCN data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suf-
ficiently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.9. Hydrogen Cyanide
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Figure 3.11: Estimated precisionL2gpPrecision and observed standard deviation for MLS V2.2
HCN. The data shown are all profiles within 10◦ of the equator for January 28, 2005.

Table 3.6: Resolution and precision of MLS V2.2 HCN. The precision shown is the estimated precision
(L2gpPrecision); the observed scatter is about 80% of this value.

Pressure
Resolution

V × H /
km

Precision /
pptv

Accuracy
/ %

Comments

< 0.1 hPa — — — Unsuitable for scientific use
1 – 0.1 hPa 500× 12 50 50
10 – 1 hPa 300× 10 30 50

100 – 10 hPa 300× 10 50 Very poor Unsuitable for scientific use
> 100 hPa Not Retrieved

EOS MLS Level 2 Version 2.2 / 2.3 Quality 51

H
C

N
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Clouds: As HCN is only useable in the upper stratosphere, profiles which have either, both or neither of
the cloud flags set may be used.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greater than 0.2 should
be used in scientific study. Values ofQuality are usually near 1.5; occasional lower values do not
seem correlated with unusual profiles, but we suggest as a precaution that only profiles withQuality
> 0.2 be used. Typically this will eliminate only 1-2% of profiles.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)less than 2
should be used in investigations. This should eliminate anychunks which have obviously failed to
converge – typically this is only 1-2% of the total.

Artifacts

There are no obvious artefacts within the recommended altitude range

Desired improvements for future data version(s)

Hopefully it will prove possible to retrieve HCN in the lowerstratosphere.
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3.10. Nitric Acid

3.10 Nitric Acid

Swath name: HNO3

Useful range: 215 – 3.2 hPa

Contact: Michelle Santee,Email: <Michelle.Santee@jpl.nasa.gov>

Introduction

The quality and reliability of the Aura MLS v2.2 HNO3 measurements are assessed in detail by Santee et al.
[2007]. The HNO3 in v2.2 has been greatly improved over that in the previous version (v1.5); in particular,
the profiles are considerably smoother and less oscillatory, unrealistic behavior at the lowest retrieval levels
is substantially reduced, and a high bias caused by an error in one of the spectroscopy files used in v1.5
processing has been corrected.

The MLS v2.2 HNO3 data are scientifically useful over the range 215 to 3.2 hPa. The standard HNO3
product is derived from the 240-GHz retrievals at and below (i.e., at pressures equal to or larger than) 10 hPa
and from the 190-GHz retrievals above that level. A summary of the precision and resolution (vertical and
horizontal) of the v2.2 HNO3 measurements as a function of altitude is given in Table 3.7.The impact
of various sources of systematic uncertainty has been quantified; Table 3.7 also includes estimates of the
potential biases and scaling errors in the measurements compiled from this uncertainty analysis. The overall
uncertainty for an individual data point is determined by taking the root sum square (RSS) of the precision,
bias, and scaling error terms (for averages, the single-profile precision value is divided by the square root of
the number of profiles contributing to the average). More details on the precision, resolution, and accuracy
of the MLS v2.2 HNO3 measurements are given below; for a full description of the validation of these data,
see Santee et al. [2007].

Resolution

The resolution of the retrieved data can be described using ‘averaging kernels’ [e.g., Rodgers, 2000]; the
two-dimensional nature of the MLS data processing system means that the kernels describe both vertical
and horizontal resolution. Smoothing, imposed on the retrieval system in both the vertical and horizontal
directions to enhance retrieval stability and precision, reduces the inherent resolution of the measurements.
Consequently, the vertical resolution of the v2.2 HNO3 data, as determined from the full width at half max-
imum of the rows of the averaging kernel matrix shown in Figure 3.12, is 3–4 km in the upper troposphere
and lower stratosphere, degrading to∼5 km in the middle to upper stratosphere (see Table 3.7). Notethat
the averaging kernels for the 215 and 316 hPa retrieval surfaces overlap nearly completely, indicating that
the 316 hPa retrieval provides essentially no independent information. Figure 3.12 also shows horizontal
averaging kernels, from which the along-track horizontal resolution is determined to be 400–500 km over
most of the vertical range, improving to∼300 km in the upper stratosphere. The cross-track resolution, set
by the widths of the fields of view of the 190-GHz and 240-GHz radiometers, is∼10 km. The along-track
separation between adjacent retrieved profiles is 1.5◦ great circle angle (∼165 km), whereas the longitudinal
separation of MLS measurements, set by the Aura orbit, is 10◦–20◦ over low and middle latitudes, with
much finer sampling in the polar regions.

Precision

The precision of the MLS HNO3 measurements is estimated empirically by computing the standard devi-
ation of the profiles in the 20◦-wide latitude band centered around the equator, where natural atmospheric
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Figure 3.12: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 HNO3 data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is
sufficiently small that these are representative of typicalprofiles. Colored lines show the averaging
kernels as a function of MLS retrieval level, indicating theregion of the atmosphere from which infor-
mation is contributing to the measurements on the individual retrieval surfaces, which are denoted by
plus signs in corresponding colors. The dashed black line indicates the resolution, determined from the
full width at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers
(top axes). (Left) Vertical averaging kernels (integratedin the horizontal dimension for five along-track
profiles) and resolution. The solid black line shows the integrated area under each kernel (horizontally
and vertically); values near unity imply that the majority of information for that MLS data point has
come from the measurements, whereas lower values imply substantial contributions from a priori infor-
mation. (Right) Horizontal averaging kernels (integratedin the vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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Figure 3.13: Precision of the (left) v2.2 and (right) v1.5 MLS HNO3 measurements for four represen-
tative days (see legend). Solid lines depict the observed scatter in a narrow equatorial band (see text);
dotted lines depict the theoretical precision estimated bythe retrieval algorithm.

variability should be small relative to the measurement noise. Because meteorological variation is never
completely negligible, however, this procedure produces an upper limit on the precision. As shown in Fig-
ure 3.13, the observed scatter in the v2.2 data is∼0.6–0.7 ppbv throughout the range from 215 to 3.2 hPa,
above which it increases sharply. The scatter is essentially invariant with time, as seen by comparing the
results for the different days shown in Figure 3.13.

The single-profile precision estimates cited here are, to first order, independent of latitude and season, but
it should be borne in mind that the scientific utility of individual MLS profiles (i.e., signal to noise) varies
with HNO3 abundance. At some latitudes and altitudes and in some seasons, the single-profile precision
exceeds typical HNO3 mixing ratios, necessitating the use of averages for scientific studies. In most cases,
precision can be improved by averaging, with the precision of an average ofN profiles being 1/

√
N times

the precision of an individual profile (note that this is not the case for averages of successive along-track
profiles, which are not completely independent because of horizontal smearing).

The observational determination of the precision is compared in Figure 3.13 to the theoretical precision
values reported by the Level 2 data processing algorithms. Although the two estimates compare very well
in the lower portion of the profile, above 22 hPa the predictedprecision substantially exceeds the observed
scatter. This indicates that the a priori information and the vertical smoothing applied to stabilize the re-
trieval are influencing the results at the higher retrieval levels. In addition, the ‘notch’ in the theoretical
precision profile at 10 hPa arises from switching from the 240-GHz to the 190-GHz retrievals in composing
the standard HNO3 product. Because the theoretical precisions take into account occasional variations in
instrument performance, the best estimate of the precisionof an individual data point is the value quoted
for that point in the L2GP files, but it should be borne in mind that this approach overestimates the actual
measurement noise at pressures less than 22 hPa.

Accuracy

The effects of various sources of systematic uncertainty (e.g., instrumental issues, spectroscopic uncertainty,
and approximations in the retrieval formulation and implementation) on the MLS v2.2 HNO3 measurements
have been quantified through a comprehensive set of retrieval simulations. The results of this uncertainty
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Chapter 3. Results for ‘standard’ MLS data products

analysis are summarized in Table 3.7; see Santee et al. [2007] for further details of how the analysis was con-
ducted and the magnitude of the expected biases, additionalscatter, and possible scaling errors each source
of uncertainty may introduce into the data. In aggregate, systematic uncertainties are estimated to induce in
the v2.2 HNO3 measurements biases that vary with altitude between±0.5 and±2 ppbv and multiplicative
errors of±5–15% throughout the stratosphere, rising to∼±30% at 215 hPa. These uncertainty estimates
are generally consistent with the results of comparisons with correlative datasets, as discussed briefly below.

Data screening

Pressure range (215 – 3.2 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong an influence ofa priori information (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: Nonzero but even values ofStatus indicate that the profile has been marked as questionable,
typically because the measurements may have been affected by the presence of thick clouds. Globally
∼10–15% of profiles are identified in this manner, with the fraction of profiles possibly impacted by
clouds rising to∼25–35% on average in the tropics. Clouds generally have little influence on the
stratospheric HNO3 data. In the lowermost stratosphere and upper troposphere,however, thick clouds
can lead to artificial enhancements in the HNO3 mixing ratios in the equatorial regions. Therefore, it
is recommended that at and below 100 hPa all profiles with nonzero values ofStatus be used with
extreme caution or discarded altogether because of the potential for cloud contamination. This has the
unfortunate consequence of rejecting many profiles that areprobably not significantly impacted by
cloud effects; further investigation as more v2.2 data become available may help to refine this cloud
screening procedure.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greaterthan 0.4 should be
used in scientific study. This threshold forQuality typically excludes∼2–3% of HNO3 profiles on
a daily basis; it is a conservative value that potentially discards a significant fraction of “good” data
points while not necessarily identifying all “bad” ones.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.8
should be used in investigations. On a typical day this threshold for Convergence discards a
negligible fraction of data, but on occasion it leads to the elimination of more than 1% of the HNO3
profiles.

Artifacts

• Individual HNO3 profiles often are slightly oscillatory in the vertical.

Review of comparisons with other datasets

Comparisons with correlative datasets from a variety of different platforms have also been undertaken.
A consistent picture emerges that, relative to HNO3 measurements from ground-based, balloon-borne, and
satellite instruments operating in both the infrared and microwave regions of the spectrum, MLS v2.2 HNO3

mixing ratios are uniformly low by 10–30% throughout most ofthe stratosphere. Comparisons with in situ
measurements made from the DC-8 and WB-57 aircraft in the upper troposphere and lowermost stratosphere
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3.10. Nitric Acid

Table 3.7: Summary of Aura MLS v2.2 HNO3 Characteristics

Pressure
/ hPa

Resolution
V × Ha

/ km

Precisionb

/ ppbv

Bias
uncertaintyc

/ ppbv

Scaling
uncertaintyc

/ %
Comments

2.1–0.001 — — — — Unsuitable for scientific use
6.8–3.2 4–5× 300 ±0.7 ±0.5 ±10–15%
22–10 4.5–5.5× 450–550 ±0.7 ±1–2 ±10%
100–32 3.5× 400 ±0.7 ±0.5–1 ±5–10%

147 3.5× 400 ±0.7 ±0.5 ±15%
215 4× 500 ±0.7 ±1 ∼±30%
316 — — — — Unsuitable for scientific use

1000–464 — — — — Not retrieved

aHorizontal resolution in along-track direction.
bPrecision on individual profiles, determined from observedscatter in the data in a region of minimal atmospheric variability.
cValues should be interpreted as 2-σ estimates of the probable magnitude.

indicate that the MLS HNO3 values are low in this region as well. Further details on the correlative datasets
and the comparisons with MLS v2.2 HNO3 measurements are given in Santee et al. [2007].

Desired improvements for future data version(s)

• Reduce oscillations in the vertical profile.

• Minimize the impact of thick clouds on the retrievals to further improve the HNO3 measurements in
the upper troposphere and lowermost stratosphere.
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3.11. Peroxy Radical

3.11 Peroxy Radical

Swath name: HO2

Useful range: 21 – 0.032 hPa

Contact: Herbert M. Pickett,Email: <Herbert.M.Pickett@jpl.nasa.gov>

Introduction

A description of data quality, precision, systematic errors, and validation for the v2.2 software is given in
Pickett et al. [2008]. Earlier validation efforts using v1.5 software is described in Pickett et al. [2006a]. The
HO2 radical is retrieved from two bands in the 640 GHz radiometer.

The estimated uncertainties, precisions, and resolution for HO2 are summarized below in Table 3.8

Resolution

Figure 3.14 shows the HO2 averaging kernel for daytime at the equator. This kernel is representative of the
daytime averaging kernels at latitudes< 60◦. The vertical width of the averaging kernel at altitudes below
0.1 hPa is 5 km.

Precision

A typical HO2 concentration profile and associated precision estimate isshown in Figure 3.15. The profile is
shown both in volume mixing ratio (vmr) and density units. All MLS data are reported in vmr for consistency
with the other retrieved molecular profiles. However, use ofdensity units (106 cm−3) reduces the apparent
steep vertical gradient of HO2 allowing one to see the profile with more detail. The night profile of HO2 is
expected to exhibit a narrow layer at∼ 82 km similar to that for OH that has been described earlier [Pickett
et al., 2006b]. Precisions are such that an HO2 zonal average with a 10◦ latitude bin can be determined with
better than 10% relative precision with 20 days of data (2000samples) over 21–0.003 hPa.

Accuracy

Table 3.8 summarizes the accuracy expected for HO2. The scaling uncertainty is the part of the systematic
uncertainty that scales with HO2 concentration, e.g. spectroscopic line strength. Bias uncertainty is the part
of the uncertainty that is independent of concentration. For both bias and scaling uncertainty, quantifica-
tion of the combined effect in MLS calibration, spectroscopy etc., on the data product was determined by
calculating the effects of each source of uncertainty.

Bias uncertainty can be eliminated by taking day-night differences over the entire recommended pressure
range. The accuracy of the HO2 measurement due to systematic errors is a product of scalinguncertainty
and the observed HO2 concentration. The overall uncertainty is the square root of the sum of squares of the
precision and accuracy.

Data screening

It is recommended that HO2 data values be used in scientific investigations if all the following tests are
successful:

Pressure range: (22 – 0.0032 hPa)
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Figure 3.14:Typical vertical averaging kernels for the MLS v2.2 HO2 data at 70◦N (left) and the equa-
tor (right); variation in the averaging kernels is sufficiently small that these are representative of typical
profiles. Colored lines show the averaging kernels as a function of MLS retrieval level, indicating the
region of the atmosphere from which information is contributing to the measurements on the individual
retrieval surfaces, which are denoted by plus signs in corresponding colors. The dashed black line indi-
cates the vertical resolution, determined from the full width at half maximum (FWHM) of the averaging
kernels, approximately scaled into kilometers (top axes).The solid black line shows the integrated area
under each kernel; values near unity imply that the majorityof information for that MLS data point
has come from the measurements, whereas lower values imply substantial contributions from a priori
information. The low signal to noise for this product necessitates the use of significant averaging (e.g.,
monthly zonal mean), making horizontal averaging kernels largely irrelevant.
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3.11. Peroxy Radical
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Figure 3.15: Zonal mean of Retrieved HO2 and its precision for September 20, 2005 averaged over
29◦N to 39◦N. The average includes 2879 profiles. Panel (a) shows vmr vs.pressure for day (black)
and night (blue) overpasses. Panel (b) shows the same data plotted for the stratosphere as a day–night
difference. Panel (c) shows the same data converted to density units. Panel (d) shows the day–night
differences for the data in panel (c).
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Chapter 3. Results for ‘standard’ MLS data products

Table 3.8: Summary of precisions, resolution, and uncertainties for the MLS HO2 product

Pressure
/ hPa

Resolution
V × H
/ km

Precisiona

/ 106 cm−3

Bias
uncertainty /

106 cm−3

Scaling
uncertainty

/ %
Comments

< 0.03 hPa — — — — Unsuitable for scientific use
0.046 hPa 16× 600 9 0.39 22 Use day–night difference
0.10 hPa 16× 400 16 0.46 16 Use day–night difference
1.0 hPa 5.5× 660 18 1.1 6 Use day–night difference
10 hPa 4.5× 450 8 37 20 Use day–night difference

1000–21 hPa — — — — Unsuitable for scientific use

aPrecision for a single profile

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Quality field: Ignore.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.1
should be used in investigations. This test typically failsfor 100 out of 3500 profiles in a day. The
failing profiles often show large deviations in both directions due to the incomplete convergence of
the retrieval fit.

Artifacts

Currently there are no known artifacts in the HO2 product. The primary limitation is the precision and the
altitude range.

Review of comparisons with other datasets

Data from MLS v2.2 software has been validated with two balloon-borne remote-sensing instruments and
with ground-based column measurements. Details of the comparison are given in Pickett et al. [2008].
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3.12. Hypochlorous Acid

3.12 Hypochlorous Acid

Swath name: HOCl

Useful range: 10 – 2.2 hPa

Contact: Lucien Froidevaux,Email: <Lucien.Froidevaux@jpl.nasa.gov>

Introduction

Average HOCl v2.2 data values are generally somewhat lower (roughly 10% on average in the upper strato-
sphere) than the v1.5 data. Note that this retrieval is quitenoisy for individual profiles and HOCl data require
some averaging (e.g., in 10◦ zonal means for one or more weeks) to get useful sensitivity of less than 10 pptv,
in comparison to typical upper stratospheric HOCl abundances of 100 – 150 pptv. Table 3.9 summarizes the
MLS HOCl resolution, precision, and accuracy estimates forthe upper stratosphere. More discussion and a
brief validation summary are given in the following sections, along with data screening recommendations,
which should be of particular interest to MLS data users.

Resolution

Based on the width of the averaging kernels shown in Figure 3.16, the vertical resolution for upper strato-
spheric HOCl is∼6 km. (significantly worse than the 640 GHz radiometer vertical field of view width of
1.4 km).

Precision

The estimated single-profile precision reported by the Level 2 software is about 350 pptv in the upper strato-
sphere. A more useful number of 10 pptv is quoted in Table 3.9 for the precision of typically-required
averages (such as 10◦ weekly zonal means) for this product.

Accuracy

The accuracy estimates shown in the Table come from a quantification of the combined effects of possible
systematic errors in MLS calibration, spectroscopy, etc. on the HOCl retrievals [Read et al., 2007]. These
values are intended to represent 2 sigma estimates of accuracy. The largest contributors to possible errors
for HOCl are contaminant species, gain compression, and sideband ratio uncertainties. The Table gives a
range of error estimates (for low and high pressures).

Data screening

Pressure range (10 – 2.2 hPa):Values outside this range are not recommended for scientificuse. Artifacts
(negative averages) for pressures larger than about 10 hPa currently make this product unsuitable for
use in the lower stratosphere. Sensitivity to a priori increases rapidly at pressures of 1 hPa or less.

Estimated Precision: Only use positive precision values. Values at pressure levels where the estimated
precision is flagged negative should not be used, to avoid toostrong ana priori influence (see sec-
tion 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).
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Figure 3.16:Typical vertical averaging kernels for the MLS v2.2 HOCl data at 70◦N (left) and the equa-
tor (right); variation in the averaging kernels is sufficiently small that these are representative of typical
profiles. Colored lines show the averaging kernels as a function of MLS retrieval level, indicating the
region of the atmosphere from which information is contributing to the measurements on the individual
retrieval surfaces, which are denoted by plus signs in corresponding colors. The dashed black line indi-
cates the vertical resolution, determined from the full width at half maximum (FWHM) of the averaging
kernels, approximately scaled into kilometers (top axes).The solid black line shows the integrated area
under each kernel; values near unity imply that the majorityof information for that MLS data point
has come from the measurements, whereas lower values imply substantial contributions from a priori
information. The low signal to noise for this product necessitates the use of significant averaging (e.g.,
monthly zonal mean), making horizontal averaging kernels largely irrelevant.
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3.12. Hypochlorous Acid

Quality field: Only profiles with a value of theQuality field (see section 1.5)greater than 1.4 should
be used; this removes profiles with the poorest radiance fits,typically a few % of the daily profiles
(but often about 5% from the tropics). For HOCl (and the 640 GHz MLS products in general), this
screening correlates well with the poorly converged sets ofprofiles (see below); we recommend the
use of both theQuality andConvergence fields for data screening.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.5
should be used. For the vast majority of profiles, this field isless than 1.1. On occasion, sets of profiles
(typically one or more groups of ten profiles, retrieved as a ‘chunk’) have thisConvergence field
set to more than 1.5. These profiles are usually almost noise-free and close to the a priori profile,
and need to be discarded as non-converged. There are often poorer (lowerQuality) values for
these non-converged profiles, and this typically affects a few % of the total number of (daily) profiles
(including about 5% of the tropical profiles).

Review of comparisons with other datasets

The MLS HOCl retrievals exhibit the expected morphology in monthly mean latitude / pressure contour
plots; for example, such plots for September months from MLScompare favorably, to first-order, with results
produced by the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) for September, 2002.
Balloon HOCl data have also been compared to MLS HOCl averages at midlatitudes. The MLS values are
typically somewhat smaller than both the MIPAS and balloon results. Further work is needed before we
provide more definitive validation documentation for MLS HOCl data and their usefulness.

Artifacts

• The 640 GHz radiometer bands 10 (for ClO) and 29 (for HOCl) were turned off for a few time periods
in 2006 to investigate degradation issues that might affectthese channels in the future. These bands
were off on April 8,9, and 10, 2006, and also for April 17, 2006(after 19:52 UT) through May 17,
2006. There are no useful HOCl (or ClO) data for these time periods. Although the MLS Level 2
files provide some HOCl data from small sensitivity to HOCl inother channels, these days will show
discontinuities and poorer retrievals, which should not beused. We note that bands 10 and 29 now
seem likely to last for the nominal Aura mission lifetime (5 to 6 years), and they have remained on
since May 18, 2006.

• Users should ensure that they screen out the non-converged (and poor quality) profiles, as these sets
of profiles (a few percent on most days) do not behave like the majority of the other MLS retrievals
for this product (see above).

• There are still significant artifacts in the mean values (e.g., monthly zonal means) for HOCl in the
lower stratosphere, where the use of this product is not recommended.
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Chapter 3. Results for ‘standard’ MLS data products

Table 3.9: Summary for MLS hypochlorous acid

Pressure Precisiona Resolution
Vert. × Horiz.

Accuracyb Comments

hPa pptv % km pptv %

1.5 or less — — — — — Unsuitable for scientific use
2.2 to 10 10 10 6× 300 30–80 ∼30–100

15 or more — — — — — Unsuitable for scientific use

aPrecision (1 sigma) for 1 week/10 degrees zonal means or 2 weeks/5 degrees zonal means
b2 sigma estimate from systematic uncertainty characterization tests
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3.13. Ice Water Content

3.13 Ice Water Content

Swath name: IWC

Units: g/m3

Useful range: 261 – 83 hPa

Contact: Dong L. Wu,Email: <Dong.L.Wu@jpl.nasa.gov>,
Jonathan H. JiangEmail: <Jonathan.H.Jiang@jpl.nasa.gov>

Introduction

The MLS IWC is retrieved from cloud-induced radiances (Tcir) of the 240-GHz window channel at tangent
pressures less than 261 hPa in the HighCloud phase where the atmospheric state (T, Ptan) and important
gaseous species (H2O, O3, HNO3) have been finalized in the retrieval processing. The derived Tcir are
binned onto the standard horizontal (1.5◦ along track) and vertical (12 surfaces per decade change in pres-
sure) grids, and converted to IWC using the modeled Tcir-IWCrelations [Wu et al., 2006]. Different from
the v1.5 retrieval, the v2.2 retrieval handles the the Tcir-IWC relations more accurately for the nonlinear
portion. As a result, more large IWC values are expected in v2.2 retrievals. The standard IWC profile
has a useful vertical range between 261–83 hPa although the validation has been conducted for a subset
of IWC range. IWC measurements beyond the ranges specified inTable 3.10, currently giving qualitative
information on cloud ice, require further validation for quantitative interpretation.

Resolution

In the IWC ranges specified in Table 3.10, each MLS measurement can be quantitatively interpreted as the
average IWC for the volume sampled. This volume has a vertical extent of∼3 km, with∼300 km and 7 km
along and cross track respectively.

Precision

The IWC precision values in the L2GP IWC are not accurate. Theprecision for a particular measurement
must be evaluated on a daily basis using the method describedin the screening section. The precision listed
in Table 3.10 reflects typically values for MLS IWC measurements.

Accuracy

The IWC accuracy values listed in Table 3.10 are estimated from comparisons with CloudSat. Detailed
analyses on the error budget can be found in Wu et al. [2008].

Data screening

Pressure range (261 – 68 hPa):Values outside this range are not recommended for scientificuse. The max-
imum detectable IWC is∼100 mg/m3.

Status flag: The user is recommended to screen the IWC data using the status field in the collocated tem-
perature profile to exclude bad retrievals [Schwartz et al.,2008]. In other words, only IWC profiles
for which temperature Status is an even number should be used.
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Other screening: In addition to the status screening, the user is also recommended to screen the IWC data
for significant cloud hits. One approach that has been successfully applied for this screening is called
the 2σ–3σ method, whereσ is the precision of single IWC measurement. It works independently for
each pressure level as follows. First, remove the latitudinally-dependent IWC bias. Because MLS
cloud hits are generally less than 20% at all latitudes, one may analyze the daily IWC data in a 10◦

latitude bin and reject the outliers iteratively by excluding measurements greater than 2σ standard
deviation about the mean (µ) of the bin. Repeat theσ andµ calculations after every new rejection.
The convergence is usually reached within 5–10 iterations,and the finalσ is the estimated precision
for the IWC measurements. Second, interpolate the finalσ andµ to the latitude of each measurement,
and subtractµ from IWC for each measurement. Finally, apply the 3σ threshold to determine if an
IWC measurement is statistically significant. In other words, it must have IWC> µ + 3σ in order
to be considered as a significant cloud hit. The 3σ threshold is needed for cloud detection since a
small percentage of clear-sky residual noise can result in alarge percentage of false alarm in cloud
detection.

Artifacts

At wintertime mid-to-high latitudes, strong stratospheric gravity waves may induce large fluctuations in the
retrieved tangent pressure, and cause false cloud detection with the 2σ–3σ screening method. The false
cloud detection seems to affect the 100 hPa pressure level most, as expected for such impact coming from
the lower stratosphere.

Comparisons with other datasets

Comparisons between MLS and CloudSat IWCs show a good agreement with PDF differences<50% for
the IWC values specified in Table 3.10. Comparisons with AIRS, OMI and MODIS suggest that MLS cloud
tops are slightly higher by∼1 km than the correlative data in general. See the validationpaper for more
details.

Improvements with the future algorithms

The IWC retrieval in v2.2 and the earlier versions is a simplefirst-order conversion, applied independently to
each Tcir measurement. As a 2-D cloudy-sky radiative transfer model is developed for version 3 processing,
IWC profiles can be retrieved jointly with the Tcir measurements from adjacent scans.
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Figure 3.17:Maps on left show MLS, ECMWF, and CloudSat IWC maps at 215–100hPa for the period
7 July-16 August, 2006. The pressure levels (215, 177, 147, 121, 100 hPa) correspond to nominal
altitudes of 10.7, 12, 13.3, 14.7, and 16 km approximately. All maps share the same color scale and
have the same 4◦×8◦ lat-lon grid. For ECMWF and CloudSat maps, the vertical resolution is reduced
to 3 km with further binning to match the MLS vertical resolution. On the right are the scatter plots
of grid-averaged IWC values from the maps, where color denotes latitude from the equator and the 1:1
ratio is added as a guide.
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Table 3.10:Summary of MLS v2.2 IWC precision, accuracy, and resolution

Pressure /
hPa

Resolutiona /
km

Typical
precisionb /

mg/m3

Accuracyc / mg/m3

<10 mg/m3 >10 mg/m3

Valid IWC
ranged

/ mg/m3

83 200×7×5 0.06 100% — 0.02–50
100 200×7×5 0.07 100% 150% 0.02–50
121 250×7×4 0.1 100% 100% 0.04–50
147 300×7×4 0.2 100% 100% 0.1–50
177 300×7×4 0.3–0.6 150% 100% 0.3–50
215 300×7×4 0.6–1.3 300% 100% 0.6–50

aThe along-track, cross-track and vertical extent, respectively of the atmospheric volume sampled by an individual MLSmea-
surement.

bThese are typical 1σ precisions where the better values are for the extratropicsand the poorer values for the tropics. The
precision for a particular measurement must be evaluated ona daily basis using the method described in the text.

cEstimated from comparisons with CloudSat.
dThis is the range where the stated precision, accuracy and resolution are applied. In this range MLS measurements can be

quantitatively interpreted as the average IWC for the volume sampled. IWC values above this range, currently giving qualitative
information on cloud ice, require further validation for quantitative interpretation.
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3.14. Ice Water Path

3.14 Ice Water Path

Swath name: IWP

Units: g/m2

Useful range: Column above∼6 km

Contact: Dong L. Wu,Email: <Dong.L.Wu@jpl.nasa.gov>,
Jonathan H. JiangEmail: <Jonathan.H.Jiang@jpl.nasa.gov>

Introduction

MLS standard IWP is retrieved from cloud-induced radiances(Tcir) of the 240-GHz window channel at
650 hPa tangent pressure. It represents a partial column above∼6 km, and is stored in the v2.2 L2GP IWC
file as a separate swath. For the IWP retrieval, Tcir is first converted to a hIWP along the slant path with a
∼3◦elevation angle using the modeled Tcir-hIWP relation, The hIWP is then converted to the nadir IWP at
the tangent point location, and interpolated to MLS standard horizontal grid.

Resolution

In the IWP ranges specified in the summary at the end of this section, each MLS measurement can be
quantitatively interpreted as the average IWP for the volume sampled. The MLS IWP volume is a vertical
column above∼6 km, with 60 km and 7 km along and cross track extent respectively.

Precision

The IWP precision values in the L2GP IWC files are inaccurate and should not be used. The precision for a
particular measurement must be evaluated on a daily basis using the method described in the data screening
section below. The 4 g/m2 precision given the summary at the end of this section reflects typical valuesfor
MLS IWP measurements.

Accuracy

The IWP accuracy is∼50%, as estimated from comparisons with CloudSat. Detailedanalyses on the error
budget can be found in Wu et al. [2008].

Data screening

The standard IWP product has a useful range up to 200 g/m2 where MLS measurements can be quantitatively
interpreted as the average IWP for the volume sampled. The user is recommended to screen the IWP data
using the status field in the collocated temperature profile to exclude bad retrievals [Schwartz et al., 2008].
Only IWP values for which temperature Status is an even number should be used. In addition to the status
screening, the user is also recommended to screen the IWP data for significant cloud hits on a daily basis
using the 2σ-3σ method described in the IWC section (3.13). The 3σ threshold is needed for cloud detection
since a small percentage of clear-sky residual noise can result in a large percentage of false alarm in cloud
detection.
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Chapter 3. Results for ‘standard’ MLS data products

Artifacts

High-latitude high-land surface can be mistakenly detected as a cloud when the atmosphere is very dry.
The dry atmosphere allows MLS 240-GHz radiance to penetratedown to the low-pressure high-latitude
atomsphere and see the surface such that surface emission/scattering could reduce brightness temperature.
Surface effects (e.g., over the highland over Antarctica) may introduce artificial IWP values as large as
10 g/m2. In addition, the geographical location of MLS IWP is currently registered at the tangent point,
which is∼2 profiles away from the actual location of the IWP column as shown in Figure 3.18. The user
needs to correct this offset by replacing the IWP location with the one at 2 profiles earlier.

Comparisons with other datasets

Comparisons between MLS and CloudSat IWPs show a good agreement with PDF differences<50% for
the values specified in the summary at the end of this section.Improvements with the future algorithms The
IWP retrieval in v2.2 is a simple first-order conversion, applied independently to each Tcir measurement.
Plans for future versions include development of 2-D cloudy-sky radiative transfer model. This will allow
IWP to be retrieved jointly with the Tcir measurements from adjacent scans.

Summary for IWP

IWP Column Bottom: 6 km (estimated from MLS radiative transfer model calculations

Typical precision: 4 g/m2 is the typical 1σ precision. The precision for a particular measurement mustbe
evaluated on a daily basis using the method described in the text.

Accuracy: 50% (estimated from comparisons with CloudSat)

Resolution: 60 km along track, 7 km across track (the volume of air sampledby MLS)

Valid IWP range: ≤200 g/m2 (This is the range where the stated precision, accuracy and resolution are
applied. In this range MLS measurements can be quantitatively interpreted as the average IWP for the
volume sampled. IWP values above this range, currently giving qualitative information on cloud ice,
require further validation for quantitative interpretation.IW
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3.14. Ice Water Path

Figure 3.18:Diagram to illustrate the MLS IWC and IWP measurement. The dashed lines are the MLS
tangential beams. At high tangent heights, the beams penetrate through the limb and become sensitive
to a volume-averaged IWC, whereas at low tangent heights theMLS beams cannot penetrate through
the limb due to strong gaseous absorption and become only sensitive to a partial column of IWP, namely,
hIWP, with a shallow angle (∼3◦). The slant path of IWP, or hIWP, has a 3◦ elevation angle. Note that
the actual volume of the hIWP locates at∼300 km away from the tangent point, or∼2 profiles from the
location of the nominal profile.
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3.15. Nitrous Oxide

3.15 Nitrous Oxide

Swath name: N2O

Useful range: 100 – 1 hPa

Contact: Alyn Lambert,Email: <Alyn.Lambert@jpl.nasa.gov>

Introduction

The standard product for v2.2 N2O is taken from the 640 GHz (Core+R4B) retrieval and details of the
retrieval method and validation results are presented in [Lambert et al., 2007]. The v2.2 N2O data show
significant improvements over the v1.5 data mainly through the use a more accurate forward model for the
band 12 radiances. A linearized forward model was used for v1.5 based on pre-computed radiances and
derivatives for monthly climatological atmospheric states (binned in pressure and latitude). The accuracy
is limited by the extent of the departure of the true state from the a priori state (linearization point) and is
generally poorer in the polar vortices. In the lower stratosphere (≥68 hPa) polar vortex and near vortex
regions the N2O data occasionally showed unrealisticly high biases in thev1.5 data which can be seen in
Figure 3.20. An off-line post-processing data mask was madeavailable for the v1.5 N2O data to screen
out the biased data points. However, as the comparison in Figure 3.20 shows these high biases have been
eliminated in the v2.2 data.

Resolution

The spatial resolution is obtained from examination of the averaging kernel matrices shown in Figure 3.19.
The vertical resolution is 4–5 km and the horizontal along-track resolution is 300–600 km over most of the
useful range of the retrievals. The horizontal cross-trackresolution is set by the 3 km width of the MLS
640-GHz field-of-view for all pressures. The longitudinal separation of the MLS measurements is 10◦–20◦

over middle and lower latitudes, with much finer sampling in polar regions.

Precision

Precision as defined here is the 1-σ uncertainty in the retrieved value calculated by the Level-2 algorithms
and has been validated against the scatter about the mean of coincident ascending/descending MLS profile
differences. The estimated precision on a single retrievedprofile given in Table 3.11 varies with height from
∼13–25 ppbv. The N2O values at the 147 hPa pressure level have a large a priori influence and practically
all precisions are flagged negative at this level.

Accuracy

The ‘accuracy’ values given in Table 3.11 are taken from the detailed analysis presented in Lambert et al.
[2007] to quantify the systematic uncertainties associated with the MLS instrument calibration, spectro-
scopic uncertainty and approximations in the retrieval formulation and implementation.

Data screening

Pressure range (100 – 1 hPa):Values outside this range are not recommended for scientificuse. In the
upper stratosphere and lower mesosphere v2.2 N2O requires significant averaging for useful signals,
but see the note under ‘Artifacts’ for issues above 0.1 hPa.
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Figure 3.19: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 N2O data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.15. Nitrous Oxide
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Figure 3.20: MLS v1.5 N2O compared to MLS v2.2 on September 17, 2005.
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Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: Clouds do not have a signifcant impact (outside the noise) onthe N2O profiles and there is no
apparent need to discard data points based on where Status values indicate the existence/influence of
clouds.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greaterthan 0.5 should be
used in scientific studies. A small fraction of N2O profiles (typically 1%) will be discarded via this
screening.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.55
should be used in investigations. A fraction of the N2O data (typically less than 5%) at this level will
be discarded via this screening.

Artifacts

There are signs of poor convergence in some of the N2O retrievals, resulting in sets of consecutive profiles
that are temporally ‘smooth’ at some levels. Data screeningusing the convergence field (see above) is
recommended to remove these data points. The allowed N2O values have been restricted in the retrieval to
a low bound of−40 ppbv (approximately three times the retrieval noise level in the recommended pressure
range) in order to prevent a problem occuring in the minimization search process. The low bound is applied
at all levels, but it is only evident in the data for pressuresless than 0.1 hPa where the vertical smoothing is
relaxed and the retrieval noise becomes comparable to the magnitude of the low bound value. n.b. Statistical
averaging of the data (zonal means or longer time periods) cannot be applied successfully for pressures at
and less than 0.1 hPa as the result will be to produce estimates with a positive bias.

Review of comparisons with other datasets

Average values for v2.2 are 10% larger than v1.51 for pressures less than 50 hPa and at 100 hPa, they
are 15% smaller and the comparisons with coincident N2O measuremements by ACE-FTS, Odin/SMR,
and Envisat/MIPAS show smaller mean biases than in v1.51. Comparisons of MLS N2O observations with
balloon borne observations are very encouraging, showing agreement within the expected levels of precision.

Desired improvements for future data version(s)

Retrievals of N2O to pressures greater than 147 hPamaybe possible in later versions, however, these data
would be taken from the 190-GHz observations rather than the640-GHz which currently form the standard
product.
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3.15. Nitrous Oxide

Table 3.11:Summary of MLS N2O product

Region Resolution
Vert. × Horiz.

Precisiona Accuracy Comments

hPa km ppbv % ppbv %

≤0.68 — — — — — Unsuitable for scientific use
1.00 6.5× 300 14 250 0.6 12
2.15 4.9× 340 15 110 1.2 9
4.64 4.1× 370 14 38 3 9
10.0 3.8× 430 13 16 7 9
21.5 4.1× 490 13 9 19 13
46.4 4.3× 540 16 7 32 14
68.1 5.6× 590 20 8 32 13
100 5.2× 620 25 9 70 25
147 — — — — — Unsuitable for scientific use
≥215 — — — — — Not retrieved

aPrecision on individual profiles
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3.16. Ozone

3.16 Ozone

Swath name: O3

Useful range: 215 – 0.02 hPa

Contact: Lucien Froidevaux (stratosphere/mesosphere),Email: <Lucien.Froidevaux@jpl.nasa.gov>
Nathaniel Livesey (upper troposphere),Email: <Nathaniel.Livesey@jpl.nasa.gov>

Introduction

The standard product is taken from the 240-GHz retrieval, which provides the highest sensitivity down into
the upper troposphere, as well as in the mesosphere.

Table 3.12 summarizes the typical resolution, precision, and systematic uncertainty estimates as a func-
tion of pressure. More discussion and a brief validation summary are given in the following sections, along
with data screening recommendations, which should be of particular interest to MLS data users. Papers
describing detailed validation of this MLS v2.2 product andcomparisons with other data sets are expected
in a special Aura validation issue of the Journal of Geophysical Research [Froidevaux et al., 2008a; Jiang
et al., 2007; Livesey et al., 2008].

Differences with v1.5

The main difference in the stratospheric O3 averages is a slight change in the slope versus pressure, mainly
as a result of changes in the retrievals for temperature and tangent pressure. Globally, average values are
now roughly 5% smaller near 100 hPa and about 10% larger near 1hPa; this helps to rectify small sys-
tematic differences that existed (to varying degrees) between v1.5 MLS data and correlative data sets for
stratospheric ozone. MLS v2.2 stratospheric ozone columns(column values down to near the tropopause)
are reduced in comparison to v1.5 columns by roughly 1 to 3 DU (or about 0.5 to 1.5%), with the larger
decreases obtained at high latitudes. There are 2 separate ozone columns (typically in very good agreement)
in the L2GP O3 files, with swath names O3 column-MLS and O3 column-GEOS5, corresponding to the use
of tropopause pressures (WMO definition) determined from MLS or GEOS-5 temperatures, respectively.
Better calibration of narrow digital autocorrelator spectrometer (DACS) channels now provides more confi-
dence in the mesospheric ozone values. In the upper troposphere and lower stratosphere (UT/LS), the MLS
v2.2 O3 data are generally less sensitive to contamination from cloud effects than are v1.5 data. This has
resulted in less scatter in the v2.2 data. While some profilesdo exhibit unrealistic (typically too low) values
in cloudy regions, these will mostly be captured by the data screening rules described below.

Resolution

Based on the width of the averaging kernels shown in Figure 3.21, the vertical resolution for the standard
O3 product is∼3 km in the upper troposphere and stratosphere, but degradesto 4 to 6 km in the upper
mesosphere. The along-track resolution is∼ 200 km, and varies from about 165 km (the along-track retrieval
grid) to nearly 300 km, depending on altitude; typical (rounded off) values for resolution are provided in the
summary Table 3.12. The cross-track resolution is set by the6 km width of the MLS 240 GHz field of view.
The longitudinal separation of MLS measurements, set by theAura orbit, is 10◦–20◦ over middle and lower
latitudes, with much finer sampling in polar regions.
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Figure 3.21: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 O3 data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.16. Ozone

Precision

The estimated single-profile precision reported by the Level 2 software varies from∼0.1 to 0.3 ppmv (or
2 to 15 %) from 46 hPa to 0.5 hPa (see Table 3.12). The Level 2 precision values are often only slightly
lower than the observed scatter in the data, evaluated in a narrow latitude band centered around the equator
where atmospheric variability is expected to be small, or obtained from a comparison between ascending
and descending coincident MLS profiles. The scatter in MLS data and in simulated MLS retrievals (using
noise-free radiances) depart more from and are larger than the estimated precision in the lower stratosphere
and upper troposphere. To account for this in the summary Table, we have used somewhat more conservative
values (than those in the Level 2 files) for the precision at pressures of 46 hPa and larger.

Similar relationships are seen in the MLS UT/LS O3 data with more scatter seen than would be predicted
from the estimated precision. However, these are likely to in part reflect genuine natural variability on UT/LS
O3. Quantification of systematic uncertainty on MLS UT/LS O3 [Livesey et al., 2008] indicates that many
mechanisms of uncertainty can impart additional scatter onthe UT/LS O3 values. This effect is account for
in the ‘Precision’ column of Table 3.12.

Negative precision values for ozone often occur at pressures lower than 0.02 hPa, indicating increasing
influence from the a priori, although MLS information still exists (e.g., average day/night differences) in the
uppermost mesosphere and lower thermosphere.

Column values: The estimated precisions for MLS column ozone abundances down to pressures of 100
to 215 hPa is 2% or less, based on simulated MLS retrievals (using noisy radiances). The typical empirical
precision in the columns based on (1-σ) variability in the tropics is 2 to 3%. We recommend the valueof
3% as a conservative measure of the precision in such individual MLS columns.

Accuracy

The accuracy estimates shown in the Table come from a quantification of the combined effects of possible
systematic errors in MLS calibration, spectroscopy, etc.,on the ozone retrievals. These values are intended
to represent 2σ estimates of accuracy. For more details, see the MLS validation paper by Froidevaux et al.
[2008a] and Livesey et al. [2008]. Overall, we see no evidence, based on a number of comparisons with
well established data sets, that significant disagreements(outside the combined accuracy estimates) or MLS-
related issues exist for the v2.2 ozone product in the stratosphere. In the UT/LS while sonde comparisons
indicate agreement at the∼20% level in the tropics, other comparisons (e.g., with SAGE) show better
agreement. See the validation papers for further details.

Column values: Sensitivity tests using systematic changes in various parameters that could affect the
accuracy of the MLS retrievals lead to possible biases (2-σ estimates) of about 4%, as an estimated accuracy
for the MLS column values (from integrated MLS ozone profilesdown to 100, 147, and 215 hPa).

Data screening

Pressure range (215 – 0.02 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Only use positive precision values. Values at pressure levels where the estimated
precision is flagged negative should not be used, to avoid toostrong ana priori influence (see sec-
tion 1.4). Nevertheless, MLS does show sensitivity to ozoneinto the thermosphere (e.g., for relative
changes in average values).
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Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: Scattering from thick clouds can lead to unrealistically low values of O3 in the UT/LS. These
are mostly removed by theQuality andConvergence flagging described below. The cloud
‘warning’ bits in Status are more overly sensitive than they were in v1.5. Rejecting profiles on
the basis of theseStatus bits discards a large number of values that are not obviously‘bad’ (either
geophysically or from the standpoint of retrieval performance). More discerning cloud screening
approaches are under investigation at the time of writing.

Quality field: For data in the upper troposphere (i.e., between 215 hPa and 100 hPa at low latitudes), only
profiles with a value of theQuality field (see section 1.5)greater than 1.2 should be used. Else-
where, only profiles whereQuality is greater than 0.4 should be used. These are precautionary
measures to eliminate the poorest radiance fits (even if these profiles may often look normal) and
typically only removes less than 1% of the (daily) ozone profiles.

Convergence field: Only profiles with a value of theConvergence field (see section 1.5)lessthan 1.8
should be used.

Review of comparisons with other datasets

The version 2.2 MLS retrievals generally reduce or eliminate the small sloping difference versus altitude that
existed in the version 1.5 comparisons. O3 comparisons indicate overall agreement at roughly the 5 – 10%
level with stratospheric profiles from a number of comparisons using satellite, balloon, aircraft, and ground-
based data; a high MLS bias at 215 hPa has been obtained in somecomparisons versus ozonesondes, but this
is not observed consistently in other comparisons. We find that latitudinal and temporal changes observed
in various correlative data sets are well reproduced by the MLS ozone product. Data users are referred to
the special issue on Aura validation for more details.

Artifacts

Columns: Users of the column ozone data from the MLS Level 2 files shouldbe aware that these values
and any other such column values have some artifacts, especially at high latitudes. This seems to be
caused by limitations in the current (MLS software) calculations of tropopause pressure; the use of
alternative values for this parameter is required for better results.

Priorities for future data version

• Improve the upper tropospheric data: mainly by reducing/eliminating remaining biases at 215 hPa,
and extending the useful range to 316 hPa, if possible.

• Devise more refined screening methods for cloud effects and the quality parameter (e.g., by looking
in more detail at radiance fits versus altitude), if possible.
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Table 3.12:Summary for MLS ozone

Pressure
/ hPa

Resolution
Vert. × Horiz.

Precisiona

ppmv %
Accuracyb

ppmv %
Comments

≤ 0.01 — — — — — Unsuitable for scientific use
0.02 6× 200 1.0 200 0.1 35
0.05 5× 200 0.6 100 0.2 30
0.1 4× 300 0.4 40 0.2 20
0.2 3× 350 0.4 30 0.1 7
0.5 3× 400 0.3 15 0.1 5
1 3× 350 0.3 10 0.2 7
2 3× 300 0.2 5 0.2 5
5 3× 250 0.2 3 0.3 5
10 3× 200 0.2 3 0.3 5
22 3× 200 0.1 2 0.2 5
46 3× 200 0.1 4 0.2 8
68 3× 200 0.05 3–10 0.05 3–10
100 3× 200 0.04 20–30 [0.05+5%]
150 3× 200 0.04 5–100 [0.02+5%]
215 3× 200 0.04 5-100 [0.02+20%]c

316 — — — — — Unsuitable for scientific use
1000 – 464 — — — — — Not retrieved

aPrecision on individual profiles
bAs estimated from systematic uncertainty characterization tests. Stratospheric values are expressed in ppmv with a typical

equiavlentpercentage value quoted. 215 – 100 hPa errors are the sum of the ppmvand percentagescaling uncertainty quoted.
cA conservative estimate based on sonde comparisons. Other comparisons (e.g., with lidar) indicate generally better than 20%

agreement.
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3.17. Hydroxyl Radical

3.17 Hydroxyl Radical

Swath name: OH

Useful range: 32 – 0.0032 hPa

Contact: Herbert M. Pickett,Email: <Herbert.M.Pickett@jpl.nasa.gov>

Introduction

A description of data quality, precision, systematic errors, and validation for the v2.2 software is given in
Pickett et al. [2008]. Earlier validation efforts using v1.5 software are described in Pickett et al. [2006a].
The THz radiometer is dedicated to measuring OH and uses the radiance from 4 bands.

The estimated uncertainties, precisions, and resolution for OH are summarized below in Table 3.13.

Resolution

Figure 3.22 shows the OH averaging kernel for daytime at the equator. This kernel is representative of the
daytime averaging kernels at latitudes< 60◦. The vertical width of the averaging kernel at altitudes below
0.01 hPa is 2.5 km. The horizontal width of the averaging kernel is equivalent to a width of 1.5◦ (165 km)
distance along the orbit. The changes in vertical resolution above 0.01 hPa are due mainly to use of a faster
vertical scan rate for tangent heights above 70 km. The horizontal resolution across track is 2.5 km.

Precision

A typical OH concentration profile and associated precisionestimate is shown in Figure 3.23. The profile
is shown both in volume mixing ratio (vmr) and density units.All MLS data are reported in vmr for
consistency with the other retrieved molecular profiles. However, use of density units (106 cm−3) reduces
the apparent steep vertical gradient of OH allowing one to see the profile with more detail. Additionally,
at THz frequencies the collisional line-width is approximately equal to the Doppler width at 1 hPa. At
altitudes above 1 hPa Doppler broadening is dominant and thepeak intensity of OH spectral absorption is
proportional to density. (At altitudes below 1 hPa, the peakintensity is proportional to vmr.) The daytime
OH density profile shows two peaks at∼ 45 km and∼ 75 km that are not as apparent in the vmr-based
profiles. The night profile of OH exhibits the narrow layer at∼ 82 km that has been described earlier Pickett
et al. [2006b]. Precisions are such that an OH zonal average with a 10◦ latitude bin can be determined with
better than 10% relative precision with one day of data (100 samples) over 21–0.01 hPa. With 4 days of
data, the 10% precision limits can be extended to 32–0.0046 hPa.

Accuracy

Table 3.13 summarizes the accuracy expected for OH. The scaling uncertainty is the part of the systematic
uncertainty that scales with OH concentration, e.g. spectroscopic line strength. Bias uncertainty is the part
of the uncertainty that is independent of concentration. For both bias and scaling uncertainty, quantifica-
tion of the combined effect in MLS calibration, spectroscopy etc., on the data product was determined by
calculating the effects of easch source of uncertainty.

Bias uncertainty can be eliminated by taking day-night differences from 32–20 hPa. For 10–0.1 hPa, the
observed night OH concentration is small and day-night differencing is not ordinarily needed. The accuracy
of the OH measurement due to systematic errors is a product ofscaling uncertainty and the observed OH
concentration. The overall uncertainty is the square root of the sum of squares of the precision and accuracy.
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Figure 3.22: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 OH data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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Figure 3.23:Zonal mean of Retrieved OH and its estimated precision (horizontal error bars) for Septem-
ber 20, 2005 averaged over 29◦N to 39◦N. The average includes 98 profiles. Panel (a) shows vmr vs.
pressure for day (black) and night (blue) overpasses. Panel(b) shows the same data plotted for the
stratosphere The retrieved night OH concentration is∼ 0 for altitudes below 1 hPa. Panel (c) shows the
same data converted to density units. Panel (d) shows the day–night differences for the data in panel (c).
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Table 3.13:Summary of precisions, resolution, and uncertainties for the MLS OH product

Pressure Resolution
V × H /km

Precisiona /
106 cm−3

Bias
uncertainty
/ 106 cm−3

Scaling
uncertainty

/%
Comments

<0.003 hPa — — — — Unsuitable for scientific use
0.003 hPa 5.0× 220 0.6 0.034 90
0.01 hPa 2.5× 200 1.3 0.031 41
0.1 hPa 2.5× 180 4.2 0.12 3.1
1.0 hPa 2.5× 165 2.4 0.50 7
10 hPa 2.5× 165 8.0 0.18 1.5

32–10 hPa 2.5× 165 20.0 0.50 1.3 Use day–night difference
1000–32 hPa — — — — Unsuitable for scientific use

aPrecision on an individual profile

Data screening

It is recommended that OH data values be used in scientific investigations if all the following tests are
successful:

Pressure range: (32 – 0.0032 hPa)

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see Section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies (see
Section 1.5).

Quality flag: Ignore.

Convergence field: Only profiles with a value of theConvergence field (see Section 1.5)lessthan 1.1
should be used in investigations. This test typically failsfor 100 out of 3500 profiles in a day. The
failing profiles often show large deviations in both directions due the incomplete convergence of the
retrieval fit.

Artifacts

For some seasons, the Gas Laser Local Oscillator (GLLO) for the THz receiver is automatically relocked
as many as 5 times during a day. These relock events occur whenthe tuning range of the laser is less than
the thermal excursion over an orbit and over a day. This thermal effect depends on the albedo of the Earth
as seen by the GLLO radiator. In these cases the status flag is 257 and the profile is ignored. This is only a
problem for mapping because the missing data may appear at the same latitude and longitude on successive
days.

Review of comparisons with other datasets

Data from MLS v2.2 software have been validated with two balloon-borne remote-sensing instruments and
with ground-based column measurements. Details of the comparison are given in Pickett et al. [2008].
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3.18. Relative Humidity with respect to Ice

3.18 Relative Humidity with respect to Ice

Swath name: RHI

Useful range: 316 – 0.002 hPa

Contact: William Read,Email: <bill@mls.jpl.nasa.gov>

Introduction

RHi is relative humidity with respect to ice. The vertical grid for RHi is: 1000-22 hPa, 12 levels per decade
change in pressure (lpd), 14.7–0.1 hPa, 6 lpd, 0.1—10.0−5 3 lpd. The horizontal grid for RHi is every
1.5◦ along the orbit track. RHi is computed from the standard products of water and temperature using the
Goff-Gratch ice humidity saturation formula. RHi validation is presented in Read et al. [2007]. Table 3.14
is summary of precision, resolution, and accuracy.

Resolution

RHi is a derived product and therefore a retrieval averagingkernel does not exist. An estimate for the spatial
resolution of this product is a convolution of the temperature and H2O resolutions. Since temperature has
lower spatial resolution than H2O ina the troposphere and lower stratosphere it is assumed that the spatial
resolution of temperature shown in Figure 3.25 best represents the resolution of the RHi product. For
pressures less than 147 hPa the cross track resolution is setby the 12 km width of the 118 GHz field of
view. For pressures greater than or equal to 147 hPa the crosstrack resolution is set by the 6 km width of
the 190 GHz field of view. The longitudinal separation of the MLS measurements, set by the Aura orbit, is
10◦–20◦ over middle and lower latitdudes, with much finer smpling in polar regions.

Precision

The values for precision are the root sum square (RSS) precisions for H2O and temperature. See the Sec-
tions 3.7 and 3.20 for more details. The precisions are set tonegative values in situations when the retrieved
precision is larger than 50% of the a priori precision for either temperature or H2O—an indication that the
data is biased toward the a priori value.

Accuracy

The values for accuracy are the RSS accuracies for H2O and temperature. See the Sections 3.7 and 3.20 for
more details.

Data screening

Pressure range (215 – 0.0046 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status value: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Clouds: Ignore, but see Artifacts.
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Chapter 3. Results for ‘standard’ MLS data products

Quality field: Only profiles with a value of theQuality field (see section 1.5)greaterthan 0.9 should be
used in scientific study. This eliminates∼1% of the profiles on a typical day.

Convergence field: Ignore

Artifacts

See sections 3.7 for H2O and 3.20 for temperature for specific issues related to their products. Effects of
MLS temperature precision (∼1-2 K) must be considered if one wishes to use MLS RHi to study supersatu-
ration. Between 316–178 hPa a radiance scaling error will cause additional overestimation of RHI for RHI
>∼50%. This increases the ocurrances of supersaturated measurements when RHI is near 100%. Therefore
MLS RHI is not recommended for studying statistics of supersaturation at pressures greater than 147 hPa.
For lower pressures, one must remove the contribution from temperature noise as part of the analysis. Mea-
surements taken in the presence of clouds significantly degrade the precision, that is increases the scatter
about the mean, but the mean bias as compared to AIRS changes by less than 10%.

Review of comparisons with other datasets

The validation of the RHi is discussed in Read et al. [2007].

Desired improvements

Improvements are covered under section 3.7 for H2O and section 3.20 for temperature.
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3.18. Relative Humidity with respect to Ice

Table 3.14:Summary of MLS v2.2 UTLS RHi product.

Pressure /
hPa

Resolution
V × H km

Single profile
precision a / %

Accuracyb /
%

Comments

0.001 — — — Unsuitable for scientific use
0.002 13× 230 190 100
0.004 13× 260 100 100
0.010 12× 590 50 100
0.022 12× 750 40 100
0.046 16× 400 30 100
0.10 14× 420 30 100
0.22 8× 370 20 90
0.46 8× 320 15 75
1.00 8× 280 15 60
2.15 8× 250 15 35
4.64 6× 220 15 15
10 4× 210 15 15
22 4× 210 15 20
46 4× 210 15 25
68 4× 200 15 25
83 4× 200 20 25
100 4× 200 20 20
121 4× 200 25 20
147 4× 200 25 20
178 4× 200 35 30
215 4× 200 45 35 see Table 3.4
261 4× 200 45 30 see Table 3.4
316 6× 200 70 20 see Table 3.4

>316 — — — Unsuitable for scientific use

aAbsolute error in percent
bFractional error ( [error in RHi] / RHi) in percent

EOS MLS Level 2 Version 2.2 / 2.3 Quality 93

R
H

I



Chapter 3. Results for ‘standard’ MLS data products
R

H
I

94 EOS Microwave Limb Sounder



3.19. Sulfur Dioxide

3.19 Sulfur Dioxide

Swath name: SO2

Useful range: 215 – 10.0 hPa

Contact: William Read,Email: <bill@mls.jpl.nasa.gov>

Introduction

The standard SO2 product is taken from the 240 GHz (Core+R3) retrieval. MLS can only measure signifi-
cantly enhanced concentrations above nominal background such as that from volcanic injections. SO2 has
not yet been validated.

Vertical resolution

Based on Figure 3.24, the vertical resolution for SO2 is∼3 km and the horizontal resolution is 170 km. The
horizontal resolution perpendicular to the orbit track is 7km for all pressures.

Precision

The estimated precision for SO2 is ∼3 ppbv for all heights between 215 – 10 hPa. The precisions areset to
negative values in situations when the retrieved precisionis larger than 50% of the a priori precision – an
indication that the data is biased toward the a priori value.

Accuracy

The values for accuracy are based on the systematic error analysis performed on the MLS measurement sys-
tem [Read et al., 2007]. The accuracy is estimated to be∼5 ppbv for pressures less than 147 hPa increasing
to∼20 ppbv at 215 hPa.

Data screening

Pressure range (215 – 10.0 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status value: Only profiles for whichStatus is an even number should be used in scientific studies (see
section 1.5).

Quality field: Only profiles having Quality> 0.4 should be used

Convergence field: Only profiles havingConvergence< 1.8 should be used.

Artifacts

The product is unvalidated.
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Figure 3.24: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 SO2 data at 70◦N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and ver-
tically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated inthe vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.19. Sulfur Dioxide

Table 3.15:Summary of MLS v2.2 SO2 product.

Pressure /
hPa

Resolution
V × H km

Single profile
precision a / ppbv

Accuracy /
ppbv

Comments

< 10 — — — Unsuitable for scientific use
10 3× 180 3.5 6
15 3× 180 3.5 3
22 3× 180 3.2 4
32 3× 180 3.2 5
46 3× 180 3.0 5
68 3× 180 3.0 6
100 3× 180 3.0 6
147 3× 180 3.1 10
215 3× 180 3.8 20

>215 — — — Unsuitable for scientific use

aAbsolute error in percent

Review of comparisons with other datasets

MLS has successfully detected four eruptions since launch that have also been detected by Aura OMI. These
include two from Manam, Papua, New Guinea, Anatahan, Mariana Islands, and Soufriere Hills, Montserrat,
West Indies.
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3.20. Temperature

3.20 Temperature

Swath name: Temperature

Useful range: 316 – 0.001 hPa

Contact: Michael J. Schwartz,Email: <Michael.J.Schwartz@jpl.nasa.gov>

Introduction

The MLS temperature product is described in Schwartz et al. [2008]. This product is retrieved from bands
near O2 spectral lines at 118 GHz and 239 GHz that are measured with MLS radiometers R1A/B and R3,
respectively. The isotopic 239-GHz line is the primary source of temperature information in the troposphere,
while the 118-GHz line is the primary source of temperature in the stratosphere and above. MLS v2.2
temperature has a∼−1 K bias with respect to correlative measurements in the troposphere and stratosphere,
with 2 – 3 K peak-to-peak additional systematic vertical structure. Table 3.16 summarizes the measurement
precision, resolution, and modeled and observed biases. The following sections provide details.

Resolution

The vertical and horizontal resolution of the MLS temperature measurement is shown by averaging kernels
in Figure 3.25. Vertical resolution, shown on the left panel, is 5.3 km at 316 hPa, 5.2 km at 100 hPa, 3.5 km
at 31.6 hPa, 4.3 km at 10 hpa, 6.2 km at 3.16 hPa and 14 km at 0.01 hPa. Along track resolution is∼170 km
from 316 hPa to 0.1 hPa and degrades to 220 km at 0.001 hPa. The cross-track resolution is set by the 6-km
width of the MLS 240-GHz field of view in the troposphere and bythe 12-km width of the MLS 118-GHz
field of view in the stratosphere and above. The longitudinalseparation of MLS measurements from a given
day, which is determined by the Aura orbit, is 10◦–20◦ over middle and low latitudes and much finer in polar
regions.

Precision

The precison of the MLS v2.2 temperature measurement is summarized in Table 3.16. Precision is the
random component of measurements which would average down if the measurement were repeated. The
retrieval software returns an estimate of precision based upon the propagation of radiometric noise and
a priori uncertainties through the measurement system. These values, which range from 0.6 K in the lower
stratosphere to 2.5 K in the mesosphere, are given, for selected levels, in column 2. Precision can also
be estimated from successive views of similar scenes. Differences of successive profiles are not used for
this purpose to avoid correlations from shared calibrationdata. Column 3 gives the rms of differences of
values from successive orbits (divided by the square-root of two as we are looking at the difference of two
noisy signals) for latitudes are seasons where longitudinal variability is small and/or is a function only of
local solar time. The smallest values found, which are for high-latitude summer, are taken to be those least
impacted by atmospheric variability, and are what is reported in column 3. These values are slightly larger
than those estimated by the measurement system in the troposphere and lower stratosphere and a factor of
∼1.4 larger from the middle stratosphere through the mesosphere.

Accuracy

The accuracy of the v2.2 temperature measurements has been estimated both by modelling the impact of
uncertainties in measurement and retrieval parameters that could lead to systematic errors, and through
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Figure 3.25: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v2.2 Temperature data at 70◦N (upper) and the equator (lower); variation in the averaging kernels
is sufficiently small that these are representative of typical profiles. Colored lines show the averaging
kernels as a function of MLS retrieval level, indicating theregion of the atmosphere from which infor-
mation is contributing to the measurements on the individual retrieval surfaces, which are denoted by
plus signs in corresponding colors. The dashed black line indicates the resolution, determined from the
full width at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers
(top axes). (Left) Vertical averaging kernels (integratedin the horizontal dimension for five along-track
profiles) and resolution. The solid black line shows the integrated area under each kernel (horizontally
and vertically); values near unity imply that the majority of information for that MLS data point has
come from the measurements, whereas lower values imply substantial contributions from a priori infor-
mation. (Right) Horizontal averaging kernels (integratedin the vertical dimension) and resolution. The
averaging kernels are scaled such that a unit change is equivalent to one decade in pressure.
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3.20. Temperature

comparisons with correlative data sets. Column 5 of Table 3.16 gives estimates from the propagation of
parameter uncertainties, as discussed in Schwartz et al. [2008]. This estimate is broken into two pieces. The
first term is due to amplifier “gain compression” and has a known sign, as gain is known to drop at high
background signal levels. The second term combines 2-σ estimates of other sources of systematic uncer-
tainty, such as spectroscopic parameters, retrieval numerics and pointing, for which the sign of resulting bias
is unknown. Gain compression terms range from−1.5 K to+4.5 K, and predicted vertical structure is very
similar to observed biases relative to correlative data in the troposphere and lower stratospehre. The terms
of unknown sign are of∼2 K magnitude over most of the retrieval range, increasing to5 K at 316 hPa and
to 3 K at 0.001 hPa.

Column 6 contains estimates of bias based upon comparisons with analyses and with other previously-
validated satellite-based measurements. In the troposphere and lower stratosphere, the observed biases
between MLS and most correlative data sets are consistent towithin ∼1.5 K, and have vertical oscillation
with an amplitude of 2–3 K and a vertical frequency of about 1.5 cycles per decade of pressure. A global
average of correlative measurements is shown in Figure 3.26.

Data screening

Pressure range (316 – 0.001 hPa):Values outside this range are not recommended for scientificuse.

Estimated Precision: Values at altitudes where the estimated precision is flaggednegative should not be
used, to avoid too strong ana priori influence (see section 1.4).

Status flag: Only profiles for whichStatus is an even number should be used in scientific studies. As
an additional screen, the fifth-least-significant bit ofStatus (the “low cloud” bit) is used to flag
profiles that may be significantly impacted by clouds. At pressures of 147 hPa and lower (higher in
the atmosphere), the cloud bits may generally be ignored. Inthe troposphere an attempt has been
made to screen out radiances that have been influence by clouds, but some cloud-induced negative
biases in retrieved temperature of up to 10 K are still evident, particularly in the tropics. The “low-
cloud” Status bits from the two profiles which follow a given profile have been found to provide
significantly better screening of cloud-induced temperature retrieval outliers than do the profile’s own
Status bits. Temperatures in the tropopause (316 hPa–178 hPa) should be rejected as possibly
influenced by cloud if the “low-cloud” Status bit is set in either of the two profiles following the
profile in question. The screening method flags 16% of tropical and 5% of global profiles as cloudy
and captures 86% of the tropical 316 hPa temperatures that are more than−4.5 K (∼2σ) below the
mean of<MLS minus a priori>.

Quality field: Only profiles with a value of theQuality field (see section 1.5)greater than 0.6 should
be used in scientific study. This threshold typically excludes 4% of profiles. In the polar autumn
and winter, there are days for which the final “phase” of the temperature retrieval, that part of the
retrieval which adds information from the 239-GHz isotopicO2 line, fails to converge. For these
profiles, quality is in the range 0.4–0.6 andConvergence (discussed below) is greater than 1.2, but
reasonable retrieval values may still be obtained in the stratosphere. These profiles may be used, with
caution, in the stratosphere, but should not be used at 261 hPa or higher pressures.

Convergence field: Use of profiles withConvergence greater than 1.2 is not recommended. Use of this
threshold typically discards 2% of profiles, but only an additional 0.5% beyond those already flagged
by Quality<0.6.
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Artifacts

MLS temperature has persistent, vertically oscillating biases, in the troposphere and stratosphere, which
is believed to be due to gain compression in intermediate-frequency amplifiers. The impact of clouds is
generally limited to tropospheric levels in the tropics, and to a lesser extent, mid-latitudes. Temperatures at
316 hPa are impacted up to∼−10 K, and impacts are negligable at 100 hPa and lower pressures. Flagging
of clouds is dicussed above. MLS level-2 processing distributes overlapping blocks of∼20 limb scans to
individual CPUs and chunks of∼10 retrieved profiles are concatinated after the overlaps are discarded.
Biases of∼1 K are sometimes seen at chunk boundaries; they are particularly evident in the troposphere.
Further discussion of artifacts may be found in Schwartz et al. [2008].

Review of comparisons with other datasets

MLS v2.2 tempertures have been compared with temperature products from the Goddard Earth Observing
System, version 5 [Reinecker et al., 2008] (GEOS-5), the European Center for Medium-Range Weather
Forecast [e.g., Simmons et al., 2005] (ECMWF), the CHAllenging Minisatellite Payload (CHAMP) [Wick-
ert et al., 2001], the combined Atmospheric Infrared Sounder / Advanced Microwave Sounding Unit (AIRS/AMSU),
the Sounding of the Atmosphere using Broadband Radiometry (SABER) [Mlynczak and Russell, 1995], the
Halogen Occultation Experiment [Hervig et al., 1996] (HALOE) and the Atmospheric Chemistry Exper-
iment [Bernath et al., 2004] (ACE), as well as to radiosondesfrom the global network. From 316 hPa
to ∼10 hPa there is generally agreement to∼1 K between the assimilations (ECMWF and GEOS-5) and
AIRS, radiosondes and CHAMP, with SABER and ACE having generally warm biases of∼2 K relative to
this group. Figure 3.26 shows the global mean biases in the left panel and the 1σ scatter about the mean
in the right panel for these eight comparisons. Between 1 hPaand 0.001 hPa, MLS has biases with respect
to SABER of+1 K to −5 K between 1 hPa and 0.1 hPa, of 0 K to−3 K between 0.1 K and 0.01 K and in-
creasing in magnitude to−10 K at 0.001 hPa. Estimates of systematic error in the MLS temperature are
shown in black, with 2-σ uncertainty shown with gray shading. The black line is the modeled contribution
of gain compression, which explains much of the vertical structure of MLS biases in the upper troposphere
and lower stratosphere.

Figure 3.27 shows zonal mean temperature and its variability averaged over 93 days processed with
v2.2. Persistent vertical structure in the troposphere andlower stratosphere is evident, with the oscillations
somewhat stronger at the equator and poles than at mid-latitudes. In the upper stratosphere, MLS has a
general warm bias relative to GEOS-5 at mid and high latitudethat increases to more than 10 K in the poles
at 1 hPa. The bias at 1 hPa is much smaller in polar summer, but persists in polar winter.

Desired improvements

Biases in MLS temperature in the troposphere and lower stratosphere appear to be caused by nonlinearity
(gain compression) in intermediate-frequency amplifiers in the MLS radiometers. An effort to better model
these effects is currently underway. Correction for gain compression could improve both the temperature
product and the internal consistency of the pointing and radiative transfer modeling related to atmospheric
constituent retrievals. The general cold bias in MLS with respect to correlative measurments from the upper
stratosphere through the mesosphere needs to be further investigated. Correction of gain compression will
allow the consistent use of more radiances and should resultin improved vertical resolution at higher levels.
Cloud flags will be made more user-friendly in a future version.
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Figure 3.26: The left panel shows globally-averaged mean differences between MLS temperature and
eight correlative data sets. Criteria for coincidences aredescribed in detain in Schwartz et al. [2008].
The right panel shows the global standard deviations about the means. The dark green line is
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3.20. Temperature

Figure 3.27:MLS minus GEOS-5 zonal mean temperature and variability averaged for September–November.
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