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ABSTRACT: Swath-scanned thermal radiances from the Advanced Microwave Sounding Units (AMSU-A) on the NOAA
and Aqua satellites are used to image the horizontal temperature structure of a long-wavelength mountain wave that formed
over southern Scandinavia on 14 January 2003. Data from all six stratospheric channels show this wave propagating through
the full depth of the stratosphere. In channels 9–11 (altitudes ∼20–90 hPa) the imaged wave has a phase structure broadly
consistent with a stationary wave radiated by the southeastward flow over and above the quasi-elliptical terrain of southern
Norway. Channel 12 radiances at ∼10 hPa, however, show a remarkable abrupt change in imaged wave structure: the
horizontal wavelength contracts, phase lines rotate anticlockwise by 30° –40°, and peak activity migrates to the south to lie
over Denmark and northern Germany. Similar structure persists in channels 13 and 14 (at ∼2–5 hPa) with progessively
increasing radiance amplitudes. These features are stable over the ∼10 hours of AMSU-A measurements from five separate
overpasses, and are validated against independent radiances acquired by the Atmospheric Infrared Sounder (AIRS) and
retrieved AIRS/AMSU-A temperature profiles from the Aqua overpass.

This change at the channel 11/12 interface coincides with an onset of anticlockwise rotation (backing) and intensification
of background stratospheric winds with height. Fourier-ray and spatial ray modelling incorporating these directionally
sheared winds and simplified orographic forcing reproduce the salient features of the observations, but only after wave-
induced temperature perturbations have been converted to channel radiances using a forward model. The differential
visibility of various components of this three-dimensional mountain wave to the AMSU-A channel weighting functions has
a first-order impact on the observations at heights above 10 hPa. Once that is factored in, the combined observations and
modelling provide direct experimental support for the Shutts model’s predictions of how backing wind vectors affect the
vertical evolution of three-dimensional mountain waves. Implications of these observations for orographic gravity wave
drag parametrization are briefly discussed. Copyright  2007 Royal Meteorological Society
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1. Introduction

Soon after the discovery of an ozone hole over Antarctica,
an intensive aircraft campaign to measure ozone and
related chemical, dynamical and microphysical processes
in the Arctic winter stratosphere was conducted from
an operating base in southern Scandinavia (Turco et al.,
1990). Since then, stratospheric field campaigns based
in Scandinavia have been conducted at fairly regular
intervals (e.g. Pyle et al., 1994; Stefanutti et al., 1999;
Newman et al., 2002; Lowe et al., 2006). As a result, the
stratosphere in and around Scandinavia has arguably been
measured in greater detail than any other stratospheric
region on the planet.

* Correspondence to: Stephen D. Eckermann, Naval Research Labora-
tory, 4555 Overlook Ave SW, Washington DC 20375, USA.
E-mail: stephen.eckermann@nrl.navy.mil

The early measurement campaigns reported strong
correlations between polar stratospheric clouds (PSCs)
and mountain waves forced by flow across the Scan-
dinavian mountains (Deshler et al., 1994; Godin et al.,
1994), which subsequent modelling showed could attain
large amplitudes and form PSCs in their cooling (ascent)
phases (Volkert and Intes, 1992; Leutbecher and Volk-
ert, 1996). This motivated follow-up campaigns which
systematically forecast these waves (Dörnbrack et al.,
1998; Eckermann et al., 2006b), using this guidance
to devise quasi-Lagrangian aircraft flights to observe
stratospheric microphysics upstream, within and down-
stream of the forecast waves (e.g. Wirth et al., 1999).
In addition to revealing how mountain waves can sig-
nificantly affect solid PSC formation, denitrification and
chlorine activation on both a regional and hemispheric
scale (e.g. Carslaw et al. 1998, 1999; Fueglistaler et al.,
2003; Kuhl et al., 2004; Mann et al., 2005; Lowe et al.,
2006), these measurements, together with their associated
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modelling support, have provided a detailed picture of the
long-wavelength stratospheric mountain waves that form
over different parts of Scandinavia during winter (e.g.
Dörnbrack et al., 2001; Hertzog et al., 2002; Eckermann
et al., 2006b).

Detailed suborbital wave measurements like these
have proven particularly valuable since, until recently,
both global models and satellite remote sensors have
lacked the necessary spatial resolution to resolve moun-
tain waves. For example, flow over complex orogra-
phy can generate a spectrum of mountain waves with
horizontal wavelengths between ∼5 and 500 km. Cli-
mate models have typical horizontal gridbox resolutions
�L ∼100 km and cannot accurately resolve dynamics
with scales shorter than ∼6�L–10�L (e.g. Davies and
Brown, 2001; Skamarock, 2004), while satellite limb-
sounding measurements typically have horizontal aver-
aging widths along the line of sight of ∼200 km (e.g.
Preusse et al., 2002). Consequently the important influ-
ences of orographic gravity wave drag on the climate and
meteorology of the extratropical winter stratosphere and
mesosphere and of mountain waves on PSC formation
and ozone loss must be parametrized in global middle
atmosphere models (e.g. McLandress, 1998; Pierce et al.,
2003; Mann et al., 2005; Siskind et al., 2007). These
parametrizations incorporate various simplifying assump-
tions that are difficult to validate due to the paucity of
mountain wave data from satellites.

However, advances in computing power and satel-
lite remote sensing technology have seen the longer-
wavelength ‘outer scales’ of the gravity wave spectrum
explicitly resolved by the latest global numerical weather
prediction (NWP) models and satellite remote sensors
(e.g. Wu and Eckermann, 2007). Since resolved waves
exist near the resolution limits of these systems, it is
important to study and validate these new global grav-
ity wave signals. Scandinavia is an ideal location for
such validation studies, since measurements and mod-
elling have shown that the wide Scandinavian mountain
ranges force mountain waves with horizontal wavelengths
long enough for high-resolution global models and satel-
lite remote sounders to resolve. The campaigns here also
provide suborbital wave measurements that are needed to
validate these resolved mountain wave signals indepen-
dently.

Eckermann et al. (2006a) provided a start in this
regard. They focused on a long-wavelength stratospheric
mountain wave that formed over southern Scandinavia
on 14 January 2003 during the second SAGE (Strato-
spheric Aerosol and Gas Experiment) III Ozone Loss
and Validation Experiment (SOLVE II), based in Kiruna,
Sweden. This wave was forecast in the field and pre-
dicted to form ice PSCs, which prompted a science
flight of NASA’s instrumented DC-8 research aircraft that
underflew the forecast wave and profiled the stratosphere
with on-board aerosol and temperature lidars. Eckermann
et al. (2006a) performed high-resolution simulations of
this measurement day using both global and mesoscale

NWP models, which revealed a large-amplitude strato-
spheric mountain wave whose cold phases correlated
closely with ice PSCs in the DC-8 aerosol lidar data
and temperature minima below the frost point in ver-
tical temperature profiles from the DC-8 lidar and a
nearby radiosonde. They then showed that this wave
was resolved in radiances from a lower stratospheric
(∼90 hPa) thermal channel of the Advanced Microwave
Sounding Unit-A (AMSU-A) instruments on the NOAA
and Aqua polar-orbiting satellites. Forward modelling
of the wave-modulated NWP temperature fields yielded
radiance perturbations very similar in amplitude and hori-
zontally imaged phase structure to these AMSU-A obser-
vations, validating the gravity wave detection capabilities
of this instrument channel derived theoretically by Eck-
ermann and Wu (2006).

Since Scandinavian field campaigns have for the most
part focused on lower-stratospheric ozone, they have
acquired much less data on mountain wave properties
in the upper stratosphere and mesosphere, where moun-
tain wave breaking is believed to exert major influ-
ences on the large-scale climate (e.g. McLandress, 1998;
Siskind et al., 2007), with effects extending into the lower
stratosphere through modified diabatic descent rates (e.g.
Garcia and Boville, 1994). Such factors motivated the
Mountain and Convective Waves Ascending Vertically
(MaCWAVE) field campaign in Esrange, Sweden from 24
to 30 January 2003 (Goldberg et al., 2006), which over-
lapped with SOLVE II. Unfortunately, a sudden strato-
spheric warming severely inhibited the propagation of
Scandinavian mountain waves into the mesosphere dur-
ing MaCWAVE (Blum et al., 2006). Conversely, the
SOLVE II mountain wave event of 14 January occurred
just prior to this warming when the vortex, despite
being displaced off the pole, was still relatively sta-
ble and strong vortex edge winds were located over
southern Scandinavia (McCormack et al., 2004). This
provided a local environment theoretically conducive
to mountain wave propagation throughout the strato-
sphere.

We investigate this possibility experimentally in this
study by extending the satellite analysis of Eckermann
et al. (2006a) to all six AMSU-A stratospheric ther-
mal channels, which are introduced and modelled for
their visibilities to three-dimensional (3D) gravity waves
in Section 2. Those data are analyzed for their moun-
tain wave content over Scandinavia on 14 January 2003
in Section 3, revealing wave oscillations in all chan-
nels and a remarkable and sudden change in the wave’s
imaged horizontal phase structure at ∼10–20 hPa that is
also seen in independent data from the Aqua satellite
overpass. We study the synoptic environment accom-
panying this event in Section 4, which provides guid-
ance for modelling and interpreting these wave observa-
tions in Section 5. In Section 6 we consider this wave’s
momentum flux, mesospheric impacts and the broader
implications for mountain wave drag parametrization in
global models. Major findings are summarized in Sec-
tion 7.
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2. Data and models

2.1. AMSU-A thermal radiances

AMSU-A is a nadir-viewing cross-track scanner whose
channel properties and scanning patterns are described in
Section 2 of Eckermann and Wu (2006) and references
therein. It acquires radiances at j = 1–30 off-nadir cross-
track viewing angles βj distributed symmetrically about
nadir between ±48.33°. One scan consists of successive
staring measurements of ∼0.2 s duration stepped in �βj

increments of 3.33°. Here we analyze data acquired by
the four AMSU-A instruments that were operating on
the NOAA 15–17 meteorological satellites and NASA’s
Earth Observing System (EOS) Aqua satellite during our
period of interest (January 2003). Since all four satellites
are polar orbiters, this gives eight AMSU-A overpasses
of a given region per day.

We focus on data from the six stratospheric tempera-
ture sounding channels C = 9–14. Eckermann and Wu
(2006) describe a simple forward model for deriving
3D weighting functions for AMSU-A channel 9 at beam
positions j = 1 . . . 15, denoted WC=9

j (X, Y,Z), where X

is along-track distance, Y is cross-track distance, and Z is
pressure height (Figure 1 of Eckermann and Wu, 2006).
To extend to channels 9–14, we retain their spherical ray
model and parametrizations of scanning/orbital specifics
and antenna patterns, but replace their analytical approx-
imation of the channel 9 absorption with numerical out-
put from the Joint Center for Satellite Data Assimilation
(JCSDA) Community Radiative Transfer Model (CRTM;
Kleespies et al. 2004). Our CRTM calculations used ref-
erence 1D vertical profiles of temperature and water
vapour and ozone mixing ratios for 14 January 2003 over
southern Scandinavia taken from analysis fields described
in Section 2.3. The version of the CRTM used here did
not include Zeeman splitting effects on these oxygen
lines, an omission that should only be significant for
channel 14 (Rosenkranz 2003).

The resulting weighting functions WC
j (X, Y,Z) for

beams j = 1–15 and C = 9–14 are profiled in Figure 1.
Right panels show the 1D vertical weighting functions

wC
j (Z) =

∫ ∫ ∞

−∞
WC

j (X, Y, Z)dXdY, (1)

at the near-nadir (j = 15) and far off-nadir (j = 1) beam
positions, normalized such that∫ ∞

0
wC

j (Z)dZ = 1.

Left panels show 2D Y –Z cross-sections through
the peak WC

j (X, Y, Z) responses. Since scanning is
symmetric about the subsatellite point (Y = 0), such that
βj∗ = −βj where j∗ = 31 − j , the weighting functions at
the j∗ = 16–30 conjugate beam positions at Y > 0 are
given by WC

j∗ (X, Y,Z) = WC
j (X, −Y,Z).

The results in Figure 1 reproduce various well-known
properties of these weighting functions. First, vertical
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Figure 1. Left panels show 2D cross-sections through peak
WC

j (X, Y,Z) response as a function of pressure height Z and
cross-track distance Y , from forward model calculations for AMSU-A
channels C = 9–14 on the (a) NOAA and (b) Aqua satellites. WC

j val-
ues are normalized relative to the peak response: solid contours show
the 0.99, 0.9 and 0.7 levels, the bold solid contour is 0.5, and the dot-
ted contour is 0.2. Right panels show 1D vertical weighting functions
wC

j (Z) for beams nearest (j = 15, solid curves) and farthest (j = 1,
dashed curves) from nadir. This figure is available in colour online at

www.interscience.wiley.com/qj

widths increase with increasing channel number C, while
horizontal diameters, or ‘footprint’ widths, increase with
increasing |βj |. For a given channel C, the altitude of
peak response increases with increasing |βj | due to the
limb effect. The different cross-track swath widths for
Aqua and NOAA are due to different orbit altitudes
(705 km for Aqua, 833 km for the NOAA satellites).
The nominal peak altitudes of each channel’s weighting
functions, evident in Figure 1, are summarized in Table I.

Table I. AMSU-A stratospheric channel properties.

Channel
number

Nominal
altitude (hPa)

Noise floor
(NE�T, K)

14 2.5 0.8
13 5 0.5
12 10 0.35
11 25 0.25
10 50 0.2

9 90 0.15
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We analyze the Level 1b radiances, expressed as
brightness temperatures TB. Radiances were not limb-
adjusted (Goldberg et al., 2001) and thus retain the
altitude variation versus scan angle due to the limb effect
depicted in Figure 1.

Following Eckermann and Wu (2006), the ‘visibility’
of AMSU-A radiances to a plane monochromatic gravity
wave of wavenumber (kX, kY , kZ) and some given con-
stant peak temperature amplitude is given approximately
by

V C
j (kX, kY , kZ) = |W̃C

j (kX, kY , kZ)|
|W̃C

j (0, 0, 0)| , (2)

where W̃C
j (kX, kY , kZ) is the Fourier transform of

WC
j (X, Y, Z). The denominator in (2) normalizes on

the assumption that AMSU-A measurements at all beam
positions and channels can perfectly measure the bright-
ness temperature of an atmosphere in which temperature
does not vary spatially (V C

j (0, 0, 0) = 1).
Figure 2 plots visibility cross-sections V C

j (kX =
0, kY , kZ), appropriate for a plane gravity wave
propagating along the (Y, Z) plane. Columns show results
for channels 9 and 13 at the beam position extrema of
j = 1 (farthest off-nadir) and j = 15 (closest to nadir).
Rows show differences between AMSU-A on the NOAA
and Aqua satellites. As in Eckermann and Wu (2006),
the 0.1 (10%) visibility contour is highlighted as a
working lower bound for detectability of a gravity wave
in AMSU-A radiances. Actual limits are determined by
the wave’s brightness temperature amplitude relative to
the channel noise floors, which are listed in Table I as
noise equivalent delta temperatures (NE�T: Mo, 1999;
Lambrigtsen, 2003; Wu, 2004).

The same general trends in gravity wave visibility
discussed in depth by Eckermann and Wu (2006) for
channel 9 are noted here for all channels. Visibilities
are broadly symmetric with respect to negative and
positive scan angles. Visibilities reduce sharply with
decreasing vertical wavelength λZ = 2π/|kZ| for all
channels and beam positions, with all waves of λZ �
10 km essentially invisible to AMSU-A. While horizontal
wavelengths λY = 2π/|kY | as short as ∼100 km are
visible in radiances from near-nadir beams, they are
invisible to the off-nadir beams due to broadening of the
horizontal measurement footprints.

2.2. AIRS thermal radiances and AIRS/AMSU/HSB
temperature retrievals from Aqua

AMSU-A operates synchronously on NOAA satellites
with its sister AMSU-B instrument, which acquires radi-
ances from water vapour lines for humidity profiling.
Aqua includes an AMSU-B clone with the 89 GHz chan-
nel removed, called the Humidity Sounder for Brazil
(HSB; Lambrigtsen and Calheiros, 2003). The AMSU
on Aqua also operates synchronously with the hyper-
spectral Atmospheric Infrared Sounder (AIRS), forming
the integrated AIRS/AMSU/HSB (AAH) sounding sys-
tem (Aumann et al., 2003; Chahine et al., 2006). Both
HSB and AIRS have horizontal measurement footprints
three times smaller than AMSU-A, with scanning syn-
chronized so that 3 × 3 AIRS and HSB footprints fall
within every AMSU-A measurement footprint, known
colloquially as the AIRS ‘golf ball’.

Here we study version 3.0.8 Level 1b radiances from
a small subset of AIRS stratospheric thermal sounding
channels. In the upper stratosphere, we analyze radiances
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Figure 2. Visibilities V C
j (0, kY , kZ) for AMSU-A on NOAA satellites for channel 9 at beam positions (a) j = 1 (βj = −48.33°) and (b) j = 15

(βj = −1.67°). (c) and (d) show corresponding results for channel 13. (e)–(h) are as (a)–(d), but for the AMSU-A on EOS Aqua.
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from channels 72, 75 and 79, centred at wavenumbers of
667.018, 667.775 and 668.787 cm−1 and peaking at alti-
tudes ∼30, ∼2.5 and ∼10 hPa, respectively. In the lower
stratosphere, wave-induced infrared radiance signals have
smaller amplitudes and are highly susceptible to con-
tamination by tropospheric clouds (Aumann et al., 2003;
Alexander and Barnet, 2007). The ice PSCs produced
by the wave in our case-study (Figure 11 of Eckermann
et al., 2006a) may also contaminate AIRS radiances (Sta-
jner et al., 2007). Thus, to improve signal to noise, here
we synthesized a fourth AIRS radiance product by aver-
aging Level 1b radiances from 14 independent AIRS
channels that peak at or near 80 hPa: specifically, chan-
nels 92, 98, 104, 105, 110, 111, 116, 117, 122, 123, 128,
129, 134, and 140.

More effective removal of cloud effects from AIRS
thermal radiances occurs during the AAH temperature
retrieval, where the coregistration of AMSU-A, AIRS and
HSB measurements on Aqua is used to perform ‘cloud
clearing’ of the AIRS radiances (Susskind et al., 2003,
2006). This is achieved at the expense of desampling the
cloud-cleared AIRS radiances, and hence the retrieved
AAH temperature profiles (hereafter denoted TA), to the
coarser AMSU-A horizontal footprint resolution. The
pay-off, however, is retrieved temperature profiles TA(Z)

with a vertical resolution �Z far exceeding both the
AMSU-A and AIRS radiances, due to input from scores
of additional AIRS thermal and water vapour channels
(Section 2.2 of Susskind et al., 2006). Tests against
meteorological analysis fields indicate that stratospheric
TA profiles are accurate to at least ∼ 1–2 K with �Z ∼
3 km, with tropospheric profiles near the 1 K/1 km AAH
science goal (Susskind et al., 2006).

Here we analyze TA profiles from the version 4.0.21
AAH retrievals with HSB radiances included, since our
period of interest occurred just prior to the failure of the
Aqua HSB. We use the high-vertical-resolution ‘support’
product issued at k = 1 . . . 100 (oversampled) pressure
levels pk from ∼ 1000–0.1 hPa.

2.3. Analysis fields

To study the large-scale meteorology associated with the
gravity wave signals in the satellite radiances and tem-
perature retrievals, we use global atmospheric analysis
fields from:

• a Navy Operational Global Atmospheric Prediction
System (NOGAPS) reanalysis using the Naval
Research Laboratory (NRL) Atmospheric Variational
Data Assimilation System (NAVDAS), as described by
Eckermann et al. (2006a). These fields are issued on
a 1° × 1° grid at reference pressure levels from the
ground to 4 hPa.

• NASA’s Global Modeling and Assimilation Office
(GMAO) version 4 Global Earth Observing System’s
(GEOS-4) ‘late look’ analyses, issued on a 1.25° × 1°

grid on standard pressure levels from the ground to
0.2 hPa (Bloom et al., 2005).

For the spatial ray-tracing experiments described in
Section 2.4, we combined the NAVDAS analyses from
1000 to 10 hPa with GMAO analyses from 10 to 0.4 hPa
to provide a hybrid high-altitude 1000–0.4 hPa analysis
product through which to trace gravity waves. Geopoten-
tial heights were combined by successively adding the
GMAO thickness increments at pressure altitudes above
10 hPa to the 10 hPa NAVDAS geopotential heights.

We also use analyzed mean-sea-level pressure (MSLP)
from the 2.5° × 2.5° reanalyses issued by the National
Centers for Environmental Prediction (NCEP) and the
National Center for Atmospheric Research (NCAR).

2.4. Ray models

We use two ray-based gravity-wave models to help
interpret apparent mountain wave signals in the AMSU-A
radiances and AAH temperature retrievals.

2.4.1. GROGRAT

We perform 3D spatial ray tracing using the Gravity
Wave Regional or Global Ray Tracer (GROGRAT; Marks
and Eckermann, 1995; Eckermann and Marks, 1997).
The model configuration used here reads in a regional
cube of horizontal winds, temperatures and geopotential
heights on reference pressure levels, interpolates them
onto a regular geometric height grid and fits cubic splines
in all three spatial dimensions to allow these fields
and all their spatial derivatives to be evaluated at any
point within the domain. Ray solutions are computed by
numerically integrating the spatial ray equations of Marks
and Eckermann (1995) within this domain using a fourth-
order Runge–Kutta method.

In the experiments reported here, ray path modifica-
tions due to time variations in the background atmosphere
are not considered. Wave amplitudes are computed along
ray paths using a 1D form of the wave action conti-
nuity relation that conserves the vertical flux of wave
action density spatially, in the absence of dissipation.
Wave amplitudes are dissipated through wave breaking
due to convective and dynamical instabilities (Fritts and
Rastogi, 1985), vertical scale-dependent infrared radia-
tive damping (Zhu, 1993), and climatological background
vertical diffusivities. (Marks and Eckermann (1995) and
Eckermann and Marks (1997) provide further details.)

2.4.2. Fourier-ray model

We also compute linear mountain wave solutions for
purely vertical environmental profiles using the Fourier-
ray algorithm described by Broutman et al. (2003).

The form of the model used here computes steady-
state (t → ∞) vertical displacement solutions η for linear
stationary gravity waves forced by flow over arbitrary
surface topographic elevations h(x, y) and vertical pro-
files of the background wind vector U(z), Brunt–Väisälä
frequency N(z) and density ρ(z). The algorithm derives
ray solutions η(k, l, z) for both trapped and free prop-
agating modes (Broutman et al., 2003), where (k, l) is
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the horizontal wavenumber, using a non-hydrostatic com-
pressible dispersion relation. Spatial wave field solutions
η(x, y, z) follow from the 2D inverse horizontal Fourier
transform of the ray solutions η(k, l, z) at any given z.

Since no physical dissipation processes (e.g. para-
metrized wave breaking) are applied here, wave-induced
temperature perturbations follow from the standard adia-
batic relation (e.g. Eckermann et al., 1998)

T ′(x, y, z) = −
[

T (z)N2(z)

g

]
η(x, y, z), (3)

where T (z) is the background temperature profile and g

is gravitational acceleration.
To reduce the potential for horizontal wraparound,

the model was run here in a broad 3072 × 3072 × 59
point domain with �x = �y = 2 km and �z = 1 km,
with results shown only in the central 1000 × 1000
points of the domain. Additionally, following Broutman
et al. (2003), we impose a small imaginary horizontal
wavenumber component of 1.3 × 10−8 m−1, which sig-
nificantly damps only those trapped resonant modes that
propagate long distances downstream of the mountain,
further minimizing the potential for wraparound.

3. Mountain wave imagery

3.1. AMSU-A radiances

From the raw swath-scanned brightness temperatures
TB in each channel, we isolate gravity wave radiance
perturbations T ′

B by fitting and removing the large-scale
background radiance T B using the algorithm described
in Section 5.1 of Eckermann et al. (2006a). To reduce
noise, a 3 × 3 point running average was applied in the
along- and cross-scan directions, yielding effective noise
floors for these maps that are a factor of 3 smaller than
those listed for single measurements in Table I.

Figure 3 presents a time–height montage of imaged
AMSU-A brightness temperature perturbations
T ′C

B (̂λij , φ̂ij ) on 14 January 2003 for channels C = 9–14,
where (̂λij , φ̂ij ) is the centroid footprint longitude and lat-
itude for scan i and beam position j . Imagery is arranged
with channel altitude increasing vertically and overpasses
in chronological order from left to right.

The channel 9 data in the bottom row of Figure 3 have
been analyzed and modelled previously by Eckermann
et al. (2006a). They performed high-resolution meteo-
rological and forward radiance modelling to show that
these perturbations were produced by a mountain wave
with a peak temperature amplitude Tpeak ∼6–7 K, ver-
tical wavelength λZ ∼ 12 km and horizontal wavelength
λh ∼ 400 km.

The channel 10–11 T ′
B imagery in Figure 3 shows a

very similar horizontal mountain wave structure, though
changed in phase, consistent with the λZ ∼ 12 km

inferred by Eckermann et al. (2006a). Channel 10 radi-
ances reveal weaker T ′

B amplitudes than for chan-
nel 9, consistent with weaker 50 hPa wave amplitude
in the simulations of Eckermann et al. (2006a, their
Figure 8) and slightly broader vertical weighting func-
tions (smaller visibilities) for channel 10 relative to
channel 9 (Figure 1). Channel 11 radiances, which peak
at ∼25 hPa, show somewhat larger T ′

B amplitudes than
channel 10, consistent with larger modelled wave ampli-
tudes at these heights (Eckermann et al., 2006a). All
amplitudes lie well above the nominal noise floors. The
consistent geolocation and orientation of the horizontal
phase lines in the channel 9–11 imagery in Figure 3
indicate that the mountain wave identified at channel 9
altitudes by Eckermann et al. (2006a) propagates largely
unaltered to the higher stratospheric altitudes imaged in
channels 10 and 11.

This simple picture changes completely and abruptly
on progressing still higher to channels 12–14. The chan-
nel 12 radiance perturbations at ∼10 hPa in Figure 3,
though again of small amplitude, nonetheless clearly
show a remarkable change in horizontal phase structure.
Compared to the channel 9–11 imagery, the phase lines
of the channel 12 radiance perturbations have rotated
anticlockwise by 30–40°. The wave pattern has also
migrated south of the Scandinavian land mass to lie
over Denmark and northern Germany, and the horizon-
tal wavelength λh has also shortened noticeably. These
same features appear with far larger radiance amplitudes
in channels 13 and 14. The wave pattern also moves back
towards Scandinavia slightly on ascending from channel
12 through to channel 14.

Thus, mountain waves imaged in AMSU-A’s strato-
spheric thermal microwave radiances over southern Scan-
dinavia on 14 January 2003 reveal strong mountain wave
activity that appears to propagate through the full depth of
the stratosphere. The wave observations reveal a remark-
ably abrupt change in overall horizontal phase structure
at the channel 11–12 interface altitude of ∼10–20 hPa,
which persists to the highest altitude channel near the
stratopause. These observed features are reproduced con-
sistently over the ∼10 hours of measurements from five
separate satellite overpasses.

3.2. Cross-validation with independent Aqua
measurements

An immediate question is whether these abrupt changes
in imaged gravity wave structures might be some kind
of observational artifact. For example, Eckermann and
Wu (2006) showed that the increase in peak weighting
function height with scan angle |βj | in Figure 1 due to
the limb effect introduced small distorting curvatures to
gravity wave phase lines imaged in AMSU-A radiances.
To check this, here we cross-validate using independent
stratospheric radiance measurements from AIRS taken
during the Aqua overpass, corresponding to the third
column in Figure 3. We also study waves imaged in
the AAH temperature retrievals, derived from both the
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Figure 3. Time–altitude history of the mountain wave imaged over southern Scandinavia on 14 January 2003 in AMSU-A swath radiances.
Columns show brightness temperature perturbations T ′

B for a given AMSU-A overpass as a function of stratospheric channel altitude, ranging
from lowest (channel 9, bottom row) to highest (channel 14, top row): see Figure 1. Data were smoothed using a 3 × 3 point running average
to reduce noise. Successive columns show results from different satellite overpasses, arranged in chronological order from ∼1030 UTC (left
column) to ∼2030 UTC (right column). Blank images in panels (s) and (v) correspond to missing data from channels 11 and 14 of the AMSU-A
on NOAA-15. Values greater than (less than) each indicated colour bar range are shaded white (black). Maximum and minimum values are

given at the lower right of each panel.

AMSU-A and AIRS radiances acquired during this Aqua
overpass (see Section 2.2).

We isolated perturbations from AIRS radiances and
AAH retrieved temperatures by fitting and removing a
large-scale background using the same algorithm used
for the AMSU-A radiances. For AAH temperatures,
this procedure was applied at each reference pressure
level pk . Since AIRS radiances are acquired with three
times greater horizontal resolution and sampling rate
than AMSU-A, the numbers of AIRS points used for
the along-track and cross-track smoothing and averaging
calculations were all increased by a factor of 3 to maintain
the same horizontal length-scales.

The resulting maps of AIRS radiance perturbations T ′
B

are plotted in Figure 4. Corresponding maps of AAH
temperature perturbations T ′

A at various pressure levels
are plotted in Figure 5. In both cases, wave structures
very similar to those seen in the microwave radiances in
Figure 3 are evident. In particular, the abrupt change in
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(b)(a)
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Figure 4. AIRS infrared brightness temperature perturbations T ′
B

during the Aqua overpass at ∼1229 UTC for channels peaking at (a)
∼2.5 hPa, (b) ∼10 hPa, (c) ∼30 hPa, and (d) ∼80 hPa. Results in (c)
were smoothed using 3 × 5 point cross- and along-track averaging to

accentuate wave signals.
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Figure 5. Perturbations in AAH retrieval temperatures T ′
A from

the Aqua overpass at various indicated pressure levels, after 3 × 3
horizontal smoothing to reduce noise. This figure is available in colour

online at www.interscience.wiley.com/qj

the imaged horizontal wave phase structure at altitudes
below and above ∼10–20 hPa in AMSU-A radiances
is also seen clearly in these fields, giving us further
confidence that these are geophysically real stratospheric
mountain wave signals requiring interpretation. Since the
AAH temperature retrieval corrects for limb effects, these
results show that this phase structure cannot be due
primarily to limb distortions.

Our analysis of AAH temperatures was complicated
by extended regions where the retrievals were flagged as
unreliable. Most of those profiles were located within a
broad open-ocean region to the west of southern Scandi-
navia and to the north of Scotland, where an encroaching
subtropical ridge produced an elevated tropopause with
high clouds (Figure 7b of McCormack et al., 2004). We
experimented with various algorithms that interpolated or
removed these profiles, but found that retaining them in
the analysis produced small T ′

A values in these regions
(Figure 5) and did not noticeably affect the stratospheric
mountain wave signals over southern Scandinavia.

The initial T ′
A maps were noisy, however, so 3 × 3

point horizontal averaging was applied to the fields in
Figure 5 to reduce the noise and accentuate the imaged
wave structures. This allows us to track the imaged
wave structure in Figure 5 from the troposphere at
∼300 hPa up to the stratopause. However, this horizontal
averaging reduces the wave amplitudes. For example,
the peak 90 hPa wave amplitude in Figure 5 is ∼2.5 K,
whereas the true Tpeak inferred by Eckermann et al.
(2006a) at this altitude is nearer 6–7 K. Unsmoothed
T ′

A maps (not shown) show a peak amplitude ∼5 K
at 90 hPa, indicating that, at this altitude at least, the
temperature retrievals do a reasonable job of capturing
the actual temperature amplitude of the wave. Similar
conclusions were drawn by Alexander and Teitelbaum
(2007) for a stratospheric mountain wave over the
Antarctic Peninsula.

4. Synoptic situation

To investigate possible origins of the waves imaged in the
satellite radiances and retrieved temperatures, we analyze
the synoptic environment within which this mountain
wave event arose.

Figure 6 plots analyzed MSLPs on 14 January 2003.
The MSLPs reveal a low pressure system whose cyclonic
core moved rapidly eastwards from the Norwegian Sea
at 0000 UTC to cross central Scandinavia at 1200 UTC,
bringing with it strong surface northwesterlies over south-
ern Scandinavia, and weak southeasterlies over northern
Scandinavia. This accounts for the strong localization
of mountain wave activity to the south in Figures 3–5,
since there is little surface forcing across central Scan-
dinavia, whereas any mountain waves forced by weak
southeasterlies across northern Scandinavian orography
soon encounter critical levels as winds there transition to
strong upper-tropospheric and stratospheric westerlies.

Accompanying this Arctic depression were strong
localized jet stream winds peaking at over 70 m s−1 over
southern Scandinavia (Figure 7(a)). Wind speeds reduced
to ∼30–40 m s−1 above this jet core and remained near
this value in the stratosphere up to ∼10 hPa, whereupon
they increased rapidly with height to values in excess of

Figure 6. MSLP (hPa) from the NCEP/NCAR reanalysis at (a)
0000 UTC and (b) 1200 UTC on 14 January 2003. In (b), the broken
curve and solid circle at 61°N, 8°E are used for wind profiling in

Figure 7.
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Figure 7. (a) Horizontal wind speeds (m s−1) as a function of pressure and latitude along the cross-section shown as a broken curve in Figure 6(b).
(b) Wind hodograph at 61 °N, 8 °E (solid circle in Figure 6(b)). Dot-dashed line is aligned at 90° to the 250 hPa wind vector. All results are

from the GMAO analysis at 1200 UTC on 14 January 2003.

100 m s−1 (Figure 7(a)). As discussed by McCormack
et al. (2004), the polar vortex was displaced off the pole
at this time, with the edge positioned over southern Scan-
dinavia.

Figure 7(b) shows that, from the ground to ∼20 hPa,
these winds were directed to the southeast with little
change in direction with altitude. Above ∼20 hPa alti-
tude, however, winds backed (i.e. rotated anticlockwise
with height) sharply, such that the winds at ∼1–2 hPa,
in addition to being much stronger, were directed at
close to 90° to those in the underlying jet stream core
at ∼250 hPa.

While the jet stream winds over Scandinavia in
Figure 7(a) show significant meridional shear, the strato-
spheric winds show less meridional variation. Wind speed
maps over the wave region of southern Scandinavia in
Figure 8 confirm that there is little zonal or meridional
shear at ∼100–20 hPa, but that significant horizontal
shear develops at altitudes above 20 hPa.

5. Modelling and interpretations

5.1. Effects of directional vertical shear

The southwestern portion of the Scandinavian mountains
presents a large-scale quasi-elliptical obstacle to the

Figure 8. Mean wind speeds (m s−1) from the GMAO analysis on
14 January 2003 at 1200 UTC at (a) 70 hPa, (b) 30 hPa, (c) 20 hPa,
(d) 10 hPa, (e) 5 hPa, and (f) 2 hPa. Fields were smoothed zonally to
remove small-scale structures. Solid circle denotes 61°N, 8°E, where

profiles in Figure 7(b) used for Fourier-ray solutions are located.

strong surface flow in Figure 6(b). Rather than the long-
wavelength plane mountain waves that are typically
forced by flow across the more 2D ridge-like mountains
to the north (e.g. Leutbecher and Volkert, 1996; Wirth
et al., 1999), the orography here should launch a more
3D parabola-shaped wave pattern.

When the flow direction changes with altitude, as in
Figure 7(b), theory and idealized modelling for circular
3D obstacles predict that the shape, amplitude and phase-
line orientation of the wave pattern vary with altitude
(Shutts, 1998; Shutts and Gadian, 1999; Broutman et al.,
2001 2002; Shutts, 2003). The strong directional shear
in the wind from southeastward from 1000–20 hPa to
northeastward at altitudes above ∼10 hPa coincides with
the abrupt change in observed wave phase orientations in
Figures 3–5.

To test whether wind turning can account for these
observations, we first fitted the large-scale orography
over southwestern Scandinavia to an elliptical bell-shaped
function of the form

h(x, y) = hm[
1 + (x̃/a)2 + (ỹ/b)2]3/2 . (4)

Our fit yields a peak height hm = 1.5 km, short axis
width a = 120 km, long axis width b = 260 km, and
orientation angle φ̃ = 20°, about which the obstacle axes
(x̃, ỹ) are rotated from the Cartesian east–west and
north–south axes (x, y). These obstacle contours are
plotted in the bottom panels of Figure 9.

Next we computed Fourier-ray mountain wave solu-
tions for representative flow over and above this obstacle.
The model is forced by vertical profiles of the background
wind vector U(z), temperature T (z), Brunt–Väisälä fre-
quency N(z) and density ρ(z), which we specified here
using GMAO analysis fields at 61 °N, 8 °E on 14 January
2003 at 1200 UTC (solid circle in Figures 7(b) and 8).

Figure 9 profiles the resulting T ′(x, y, z) solutions.
Figures 9(a) and 9(b) show vertical cross-sections along
y = 0 and x = 100 km, respectively, as shown in
Figure 9(c). From z = 0 to 30 km the vertical wave-
lengths, phase and amplitudes of these oscillations resem-
ble those from the 3D global and mesoscale NWP model
simulations of Eckermann et al. (2006a), for example
their Figure 8.
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Figure 9. Steady-state Fourier-ray solutions T ′(x, y, z): (a) x –z

cross-section at y = 0, (b) y –z cross-section at x = 100 km, and x –y

cross-sections at (c) z = 20 km and (d) z = 40 km. Positive values are
shaded grey. Broken lines in (c) show the x and y cross-sections in (a)
and (b), while those in (a) show the z cross-sections in (c) and (d). Bold
solid lines in (c) and (d) show 0.1 km, 0.5 km, and 1 km h(x, y) con-
tours for the obstacle (Equation (4)). In each panel, the contour interval

and minimum and maximum values are given at the lower left.

In the hydrostatic non-rotating approximation, the
vertical wavelength λz of a stationary mountain wave of
horizontal wavenumber kh = (k, l) is given by

λz = 2π |U|| cos (ϕ − φ) |
N

, (5)

where ϕ − φ is the difference between the wave vector
and wind vector azimuths, ϕ = arctan(l/k) and φ =
arctan(V/U). At higher altitudes in Figure 9(a), λz

values become much longer mostly, via Equation (5), in
response to large increases in wind speeds |U| (Figure 7).

The horizontal cross-section at z = 20 km in
Figure 9(c), corresponding roughly to the ∼50 hPa peak
of channel 10, reveals a 3D ship-wave pattern that
is roughly symmetric about the prevailing southeast-
ward flow direction φ at these altitudes and below
(Figure 7(b)). The horizontal wavelength λh and phase
are both similar to those in the channel 10 radiance pat-
terns in Figure 3, but only above and south of the moun-
tain; there is little or no evidence of the model’s northern
wing in the observations.

The z = 40 km fields in Figure 9(d), near the chan-
nel 13 peak at ∼5 hPa, show a reduction in horizontal
wavelength from the z = 20 km fields that is also seen
in the observations. However, unlike the observations,
the model fields show a weaker southern wing and larger
amplitudes in a more extensive northern wing, which has
rotated anticlockwise, both in location and phase line ori-
entation, between z = 20 and 40 km.

Figure 10. Left panels show steady-state Fourier-ray solutions
T ′(x, y, z) at heights z of (a) 42 km, (b) 37 km, (c) 31 km, (d) 26 km,
(e) 21 km, and (f) 17 km. Right panels show corresponding T ′C

B (x, y)

fields from Equation (6) for AMSU-A channels C = (g) 14, (h) 13, (i)
12, (j) 11, (k) 10, and (l) 9. In every panel, positive values are shaded
grey, the h(x, y) = 0.1 km obstacle contour is plotted with a broken
curve, and the contour interval and minimum and maximum values are

given at the lower left.

The evolution of these simulated wave patterns with
height is displayed in greater detail in the left col-
umn of Figure 10. The northern wing’s evolution and
intensification with height are consistent with idealized
models of 3D mountain waves in flows that rotate
anticlockwise with height. The rotating wind proges-
sively presents directional critical levels to waves in
the northern wing, such that ϕ − φ = ±π/2 and λz → 0
from Equation (5), leaving a field of short λz waves at
azimuths ϕ just ahead of the φ ± π/2 locus. The waves
in this so-called asymptotic wake are themselves prop-
agating ever more slowly in the vertical towards their
own directional critical level located at a slightly higher
altitude, and are advected long distances downstream
by this flow, now directed approximately orthogonal to
their kh vectors (Shutts, 1998; Shutts and Gadian, 1999;
Broutman et al., 2001, 2002), as seen in Figures 9(d),
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10(a) and 10(b). Apart from the wavelength change,
the southern wing does not change as noticeably with
height.

To compare more closely to the radiances in Figure 3,
for a given AMSU-A channel C we computed a radiance
perturbation T ′C

B (x, y) by integrating that channel’s 1D
vertical weighting functions (1) through these model
solutions, to yield

T ′C
B (x, y) =

∫ ztop

0
wC

j (z)T ′(x, y, z)dz, (6)

where the model top ztop = 59 km.
For simplicitly we used the weighting functions wC

j (z)

from the near-zenith beam positions j = 15–16, plotted
with solid lines on the right panels of Figure 1. A
more complete and accurate forward model uses the 3D
weighting functions WC

j (X, Y,Z) at all beam positions j

along the satellite track (Eckermann and Wu, 2006), but
then the specific overpass and scanning geometry must
be used in each case (Eckermann et al., 2006a). The 1D
approximation (Equation (6)) provides a simpler uniform
upper bound on the AMSU-A brightness temperature
perturbations expected from these idealized T ′(x, y, z)

solutions. Resulting T ′C
B (x, y) fields for channels C =

9–14 are plotted in the right panels of Figure 10.
The channel 9 T ′C

B (x, y) field in Figure 10(l) has a sim-
ilar orientation and geolocation to the observations in the
bottom row of Figure 3, including a strong cooling phase
over the mountain of ∼1 K peak radiance amplitude. The
channel 10 T ′C

B (x, y) field in Figure 10(k) is considerably
weaker in amplitude, as observed in Figure 3. The latitu-
dinal extent of the wave pattern increases from channel
9 to channel 11, also as observed in Figure 3.

Most impressively, the wave pattern in the channel 12
T ′C

B (x, y) field in Figure 10(i) shows a sudden change
in location and phase line orientation compared to the
channel 11 field beneath it; this is very similar in
overall morphology to that observed in the AMSU-A
radiances in Figure 3. Moreover, the channel 13 and 14
T ′C

B (x, y) fields in Figures 10(h) and (g) show this same
altered phase line structure but with progressively larger
amplitudes, just as was observed in Figure 3.

Note particularly the major differences between the
simulated channel 12–14 T ′C

B (x, y) fields in Figure 10
and the corresponding T ′(x, y, z) fields near the peak of
the channel weighting functions in the panels opposite.
The extended large-amplitude northern wings in the
T ′(x, y, z) above 30 km are largely eliminated from the
channel 12–14 T ′C

B (x, y) radiance fields, because waves
in this asymptotic wake have small vertical wavelengths
which make them essentially invisible to these channels
(Figure 2(d)); note that the small-amplitude residual
northern wing contours in Figures 10(g) and (h) have
amplitudes below the nominal channel 13–14 noise floors
in Table I. The channel 12–14 radiances in Figure 10
are instead dominated by wave structures in the southern
wing, which extend long distances downstream of the
mountain to the southeast. The horizontal wavelength,

phase alignment and downstream extent of these features
are all very similar to the imaged wave structure in
channels 12–14 in Figure 3. The southern wing features
are accentuated in the radiances because these waves
have propagation azimuths ϕ that are roughly coaligned
with the wind direction φ at these altitudes, which from
Equation (5) yields a long vertical wavelength structure
that is much more visible to these AMSU-A channels
(Figure 2).

Thus, the influence of backing stratospheric flow on
3D mountain waves radiated from southern Scandianvia,
coupled with the differential visibility influence of the
AMSU-A weighting functions on different parts of the
3D wave field, appear to both reproduce and explain
the salient features of the rotated wave phase structures
observed in Figures 3–5.

One significant discrepancy remains. The simulated
channel 12 and 13 T ′C

B (x, y) oscillations in Figure 10
have peak amplitudes ∼0.3 K and ∼1.1 K, respectively,
whereas the observed values in Figure 3 are about a factor
of 2 larger. We investigate this issue next.

5.2. Effects of horizontal shear

The Fourier-ray simulations in Figure 9 capture only the
effects of vertical shear in the background wind vector.
Figure 8 reveals significant horizontal shear as well at
altitudes above ∼20 hPa southeastward of Scandinavia.

To model the effects on mountain waves, we per-
formed spatial ray tracing through 3D NAVDAS/GMAO
analysis fields for 14 January 2003 at 1200 UTC (see
Sections 2.3 and 2.4). Our specific experiments launched
rays from 61 °N, 8 °E (i.e. directly over the mountains)
at a launch altitude z0 = 2 km. Each ray had a stationary
ground-based phase speed and constant initial horizontal
wavelength λh0 = 2π/|kh0 |. Each experiment launched
13 such rays with different initial wave vector directions
ϕ0 = arctan(l0/k0) distributed in 10° increments between
±60°. Each ray had an initial peak horizontal veloc-
ity amplitude of 1 m s−1. Horizontal wavenumbers were
updated along the ray path to account for any refraction
due to horizontal shears in background winds and stabil-
ity (Equations (A3d) and (A3e) of Marks and Eckermann,
1995).

Figure 11 plots the resulting ray group trajectories
for two separate experiments with λh0 = 400 km (top
row) and 200 km (bottom row), values within the range
of wavelength scales evident in Figures 3–5. The ray
trajectories in each case are fairly similar, reproducing the
parabola-shaped wave patterns seen in Figures 9 and 10.

The amplitudes and vertical wavelengths λz are
depicted along the 3D ray trajectories in the right panels
of Figure 11 at reference altitudes of 20, 30 and 40 km.

At z = 20 km, λz values are ∼10–12 km, consistent
with Fourier-ray results in Figure 9(a) (also Eckermann
et al., 2006a). Largest amplitudes concentrate on rays
located over or just south of the launch height, again
consistent with Fourier-ray results in Figure 9(c) and
observations in Figure 3.
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Figure 11. Ray trajectories for stationary gravity waves with λh0 = 400 km, plotted in both (a) 2D and (b) 3D. (c, d) are as (a, b), but for
λh0 = 200 km. At reference altitudes of 20, 30 and 40 km, the 3D plots depict vertical wavelengths λz along each ray according to the size of

the filled circle (see key at top left) and wave amplitude using colour scales indicated at right. See text for further details.

At 30 km altitude, corresponding roughly in altitude
to channel 12, vertical wavelengths over the mountain
become very short, too short for AMSU-A to resolve and
consistent with an absence of resolved wave activity over
the mountain in channel 12 radiances (e.g. Figures 3(i)
and 3(o)). Select rays in the northeast quadrant mean-
der obliquely downstream towards directional critical
levels and attain very short vertical wavelengths, con-
sistent with the asymptotic wake model (Shutts, 1998;
Broutman et al., 2002). Rays in the southeast quadrant
have propagated their farthest distances from the moun-
tain. From Figure 8(d) we see that those ray paths well
to the southeast of the mountain intercept background
wind speeds |U| ∼ 45 m s−1, compared to values nearer
30 m s−1 directly over the mountain. Assuming similar
wind and wave vector alignments, from Equation (5) ver-
tical wavelengths of these far southeast rays should be
around 50% longer than those near the mountain. Indeed,
the longest λz values are seen on these far southeast
rays in Figure 11, which make them the most visible
to AMSU-A. Thus these ray results can explain both
the southward displacement and sudden change in phase

orientation of wave patterns in channel 12 compared to
those in channels 9–11, since these long-λz rays in the
southeast quadrant (the most visible to AMSU-A) have
horizontal phase line orientations essentially parallel to
their southeastward ground-based horizontal group trajec-
tories in Figures 11(b) and (d) (e.g. Shutts, 1998; Brout-
man et al., 2002).

At 40 km altitude, the ray groups in the southeast-
ward quadrant have reversed direction to propagate back
towards the mountain in response to the wind vector
rotation, such that some rays have passed back over
the mountain. This same behaviour is simulated with
idealized linear ray models of 3D mountain waves from
circular obstacles in turning shear flow (Figure 1b of
Broutman et al., 2002). This modelled propagation of
wave activity in the southeastern quadrant back towards
Scandinavia at higher altitudes is consistent with the
channel 13–14 radiances in Figure 3, which show sim-
ilarly aligned wave structures as in channel 12 but now
located closer to the southern Scandinavian coastline.

The amplitudes of the radiance fluctuations in Figure 3
are much larger in channel 13–14 radiances than
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in channel 12. The southeast quadrant ray results in
Figures 11(b) and (d) yield much longer vertical wave-
lengths at z = 40 km than at 30 km since they encounter
wind speeds |U| of up to 50–100 m s−1 southeast of the
mountain (Figures 8(e) and (f)), making them much more
visible to AMSU-A.

These results can also explain the underestimated
T ′C

B (x, y) amplitudes from the Fourier-ray solution in
Figure 10(h). The Fourier-ray model uses a single profile
over the mountain where winds at 40 km are ∼ 40 m s−1

at all points in the horizontal domain. From Figure 8(e),
the southeast quadrant rays in Figure 11 propagate into
regions where wind speeds increase to nearer 60 m s−1

at 40 km, increasing vertical wavelengths in these spatial
ray simulations by ∼50% to ∼25–30 km. The chan-
nel 13 visibilities in Figure 2 show that an increase in
λz from 15–20 km to 25–30 km roughly doubles the
wave visibility, exactly the increase needed to bring the
T ′C

B (x, y) amplitudes in Figure 10(h) more into line with
the observed channel 13 amplitudes in Figure 3.

These spatial ray simulations also assess whether
the large horizontal shears in regions southeast of the
mountain in Figure 8 play any refractive role in setting
the phase line orientations of waves above 20 hPa
altitude. Our ray solutions do not show appreciable
changes in k and l values along the southeastern rays,
as evidenced by the largely linear horizontal ray path
projections in Figures 11(a) and (c). The refraction of
horizontal wavenumbers due to horizontal shear can
be expressed approximately as (Marks and Eckermann,
1995)

�k = −
[
k
∂U

∂x
+ l

∂V

∂x

]
�t, (7)

�l = −
[
k
∂U

∂y
+ l

∂V

∂y

]
�t. (8)

Thus, over a given altitude interval �z, the amount
of horizontal wavenumber refraction due to horizontal
shear is proportional to the ray’s residence time �t =
�z/cgz, where cgz is the vertical group velocity. The
long vertical wavelengths of waves in these regions yield
fast vertical group velocities and thus small residence
times, which, from Equations (7) and (8), appear to limit
the amount of wavenumber refraction (�k, �l) than can
accumulate along these ray paths, notwithstanding large
local horizontal shears.

6. Discussion

By using data from all six stratospheric thermal channels
of AMSU-A instruments on four separate satellites, as
well as AIRS radiances and AAH temperature retrievals
from the Aqua satellite, we have shown that the lower
stratospheric mountain wave that formed over southern
Scandinavia on 14 January 2003 during SOLVE II prop-
agated through the full depth of the stratosphere. The

horizontally imaged wave oscillations show a remark-
able change at altitudes above ∼10–20 hPa; wave phase
lines abruptly rotate anticlockwise and shorten in hori-
zontal wavelength. These features persist up to the upper-
most observation altitude of ∼2 hPa. 3D Fourier-ray and
spatial ray modelling of stationary mountain wave evo-
lution through analyzed background atmospheric condi-
tions reproduce the salient features of these observations.
There are two major influences: the observational filter-
ing effect of the broad AMSU-A temperature weighting
functions (cf. Figures 10(b) and 10(h)), and the evolution
of the 3D mountain wave patterns under the influence of
background stratospheric wind vectors that rotate anti-
clockwise and strengthen with height.

We considered and discounted other potential expla-
nations. For example, flow over complex 3D orography
forces a spectrum of waves whose different horizon-
tal wavelengths and propagation azimuths lead, via the
dispersion relation, to a spectrum of vertical group veloc-
ities, such that the shorter faster modes propagate into the
middle atmosphere before the longer slower modes (e.g.
Tan and Eckermann, 2000). Surface forcing over southern
Scandinavia ‘switches on’ fairly suddenly with the arrival
of the Arctic depression just after 0000 UTC (Figure 6).
Thus, imaged waves at altitudes above ∼10–20 hPa
could conceivably be mountain wave modes with faster
vertical group velocities that reach these higher alti-
tudes before the differently aligned slower wave modes
imaged below ∼10–20 hPa altitude have had time to
propagate to higher altitudes. Yet the differently aligned
phase structures between channels 9–11 and 12–14 are
clearly evident in Figure 3 during the 1033 UTC NOAA-
17 overpass, and persist largely unchanged in all sub-
sequent overpasses out to 2023 UTC (10 hours later).
The λh = 400 km waves ray-traced in Section 5.2 take
∼10 hours to propagate from the ground to 40 km and
∼4–5 hours to propagate from 20 to 40 km, with times
shorter for the λh = 200 km waves. Thus, waves at chan-
nel 9–11 altitudes during the 1033 UTC overpass should
have propagated to channel 12–14 altitudes by the time
of the 1641 UTC and 2023 UTC overpasses, yet imaged
phase structures in Figure 3 are essentially unchanged.

So, while time variations in surface forcing and wave
propagation are undoubtedly important in explaining
other aspects of the mountain wave evolution on this
day (e.g. differences in lower-stratospheric wave struc-
ture over time seen in Figures 3(f) and 3(D)), they cannot
account for the major changes in wave structure observed
across the channel 11–12 interface in Figure 3. This
was confirmed by forward-modelled Fourier-ray solu-
tions (not shown) initialized with GMAO wind and tem-
perature profiles at 0600 UTC and 1800 UTC, which
produced similar vertical variations in forward-modelled
radiance structure with height to those in the 1200 UTC
solutions in Figure 10.

Shutts (1998) used linear theory to study the verti-
cal evolution of 3D hydrostatic mountain waves from
a circular mountain in a simple backing wind profile
of the form U(z) = (U0,
z), where U0 is the surface
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wind speed and 
 is a constant (positive) cross-shear
term. Broutman et al. (2002) studied this same prob-
lem using a hydrostatic version of the Fourier-ray algo-
rithm used in this study, reproducing and thus confirming
Shutts’ numerical predictions. The Fourier-ray simula-
tions in Figures 9 and 10 can be viewed as a real-world
application of the Shutts model, slightly generalized here
to include non-hydrostatic effects and elliptical rather
than circular topography, to an observed 3D mountain
wave that propagated through backing horizontal winds
in the stratosphere. Since the forward-modelled Fourier-
ray solutions in the right panels of Figure 10 captured
the unusual mountain wave structure imaged at vari-
ous altitudes in Figure 3, those observations can now be
interpreted as providing direct observational support for
the Shutts (1998) model’s predictions of how 3D moun-
tain waves evolve in directionally sheared winds (also
Shutts and Gadian, 1999; Broutman et al., 2001, 2002;
Shutts, 2003). While some observational evidence for
this has previously been reported in the troposphere (e.g.
Doyle and Jiang, 2006), Figures 3–5 appear to provide
the first observational evidence of these effects operating
on mountain waves in the middle atmosphere.

This 3D mountain wave transported (and ultimately
deposited) large momentum fluxes into the middle
atmosphere. Eckermann et al. (2006a) showed that
its channel 9 radiance amplitude of ∼0.9 K implies
Tpeak ∼6–7 K. Given that these imaged channel 9 wave
groups in Figure 3 are locally plane, their corresponding
local vertical flux of horizontal pseudomomentum density

F = ρgλzT
2

peak

2T λh[dT /dz + �a]
, (9)

(Eckermann and Preusse, 1999) is ∼0.3 kg m−1s−2. (�a

is the dry adiabatic lapse rate.) For 3D waves such
as these, the more appropriate flux for synoptic mean-
flow driving is the horizontal areal average (Shutts,
1995; Vosper and Mobbs, 1998), which will be smaller
than this local value. Nonetheless, this is a large wave
flux. For example, if these wave groups were uni-
formly and completely dissipated over a 5 km layer near
90 hPa, they would yield local mean-flow accelerations
of ∼50–100 m s−1 day−1, values 1–2 orders of mag-
nitudes larger than climatological stratospheric values
(Alexander and Rosenlof, 1996).

These portions of the full 3D wave field that are
resolved in the radiances do not appear to break in
the stratosphere. In terms of temperature amplitudes,
the convective instability threshold for wave breaking
is given approximately by (e.g. Eckermann and Preusse
1999)

Tpeak ≥ Tbreak ≈ N2T

g

λz

2π
. (10)

For the imaged wave groups in channel 9 that have
Tpeak ∼6–7 K, Equation (10) yields Tbreak ∼15 K, imply-
ing no breaking, as the wave’s continued presence at
large amplitudes in channels 10 and 11 seems to attest

(Figure 3). In the higher-altitude channels 12–14, the
backing and intensification of U causes weaker ampli-
tude waves to the south, whose kh vectors now roughly
coalign with U, to refract to large λz and become visible
in these upper-level channel radiances. These increases
with height in λz cause these waves’ Tpeak values, which
from Equation (9) vary as ∼ (ρλz)

−1/2 while F remains
constant, to grow with altitude more slowly, whereas
Tbreak values become larger via Equation (10). Therefore
the imaged wave groups at these altitudes do not appear to
be breaking either. Ultimately this growth in wave ampli-
tude with height makes it probable that the wave-breaking
criterion (Equation (10)) is satisfied for these imaged
wave groups somewhere in the mesosphere or lower ther-
mosphere. Their large inferred fluxes F imply locally
very large mean-flow accelerations when and where this
occurs. Unfortunately there are no mesospheric satellite
observations to test these inferences, since the Sounding
of the Atmosphere using Broadband Emission Radiom-
etry (SABER) instrument, which resolves gravity waves
in the stratosphere and mesosphere (Preusse et al., 2006),
was preferentially viewing high southern latitudes at this
time.

We checked our stratospheric wave breaking inferences
by computing steepness fields ηz(x, y, z) from our ide-
alized Fourier-ray solutions in Section 5.1. These values
were all less than unity (i.e. statically stable) at z = 20,
30 and 40 km in these southern wing regions. How-
ever, wave fields over the mountain and in the northern
wing, which were simulated in Figures 9 and 10 but not
resolved in the satellite radiances due to their shorter λz

values, yielded unstable steepness values above ∼30 km.
This is entirely consistent with Equation (10), since the
small λz values that make these wave groups invisible
in the radiances also yield much smaller wave-breaking
amplitudes Tbreak. As U backs in the upper stratosphere,
λz and Tbreak values in the northern wing decrease with
height, becoming very small near directional critical lev-
els in the asymptotic wake as kh.U → 0 (Shutts, 1998).
As their wave amplitudes continue to grow with height,
Equation (10) implies progressive breaking of the waves
in these regions throughout the upper stratosphere, along
the lines predicted by idealized models of 3D mountain
waves in backing flows (e.g. Broad, 1999; Shutts and
Gadian, 1999; Broutman et al., 2001; Shutts, 2003). The
resulting directional deposition of wave momentum flux
into this rotating mean flow may have potentially interest-
ing effects on the mean state that are not found in standard
2D wave mean-flow interaction models (e.g. Martin and
Lott, 2007).

These findings are therefore relevant to how subgrid-
scale orographic gravity wave drag (OGWD) is para-
metrized in global middle atmosphere climate models,
which typically run at resolutions that would not resolve
this wave event. Most OGWD parametrizations spec-
ify a single plane 2D wave, with kh directed either
against the surface flow (Palmer et al., 1986; McFarlane,
1987; Gregory et al., 1998) or orthogonal to the domi-
nant topographic alignment (Bacmeister, 1993; Lott and
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Miller, 1997). The early single-wave OGWD schemes
produced excessively large and abrupt stratospheric drag
in models (Klinker and Sardeshmukh, 1992; Hogan and
Brody, 1993; Milton and Wilson, 1996). To mitigate this,
some models eliminated parametrized OGWD above the
tropopause (e.g. Hogan and Brody, 1993; Norton and
Thuburn, 1999). Others assigned a smaller fraction of the
total pressure drag across the subgrid-scale orography to
vertically propagating OGWs and a greater fraction to
near-surface drag from flow blocking, lee vortices and
low-level wave breaking (e.g. Webster et al., 2003).

Single-wave schemes cannot capture the gradual ero-
sion of momentum flux with altitude and the direc-
tional drag that we have inferred for this observed 3D
mountain wave due to the backing shear flow in the
stratosphere. The spatial ray results in Figure 11 indi-
cate that an OGWD scheme propagating a number of
waves with differently aligned kh vectors into the atmo-
sphere (e.g. Shutts, 1995; Eckermann et al., 2006b) is
needed. The more gradual and realistic directional depo-
sition of flux with altitude that results might also ame-
liorate some of the excessive stratospheric OGWD that
single-wave schemes have produced in models. A step
in this direction was taken by Scinocca and McFar-
lane (2000), whose OGWD scheme launches two OGWs
whose kh orientations and momentum fluxes are deter-
mined by the parametrized 3D obstacle properties and
surface flow conditions. They reported that their two-
wave scheme transported ∼30–50% more OGW momen-
tum flux through the middle atmosphere than the single-
wave scheme of McFarlane (1987).

Whether the computational overhead of a multiwave
OGWD scheme is justified by noticeably improved cli-
mate or forecast skill is as yet unclear. In particular,
further observations and modelling are needed to assess
the broader relevance of directionally filtered and dissi-
pated 3D mountain waves to the momentum budget of the
middle atmosphere. The high-resolution global data pro-
vided by AMSU-A, AIRS and other satellite instruments
(e.g. Wu et al., 2006) should allow other case-studies to
be identified and analyzed with these issues in mind.

7. Conclusions

Data from all six AMSU-A stratospheric thermal chan-
nels have shown that the PSC-producing lower-stratos-
pheric mountain wave, observed during SOLVE II
and analyzed by Eckermann et al. (2006a), propagates
through the entire stratosphere. The radiance perturba-
tion maps revealed major differences in the horizon-
tally imaged wave phase structure below and above
∼10–20 hPa. Similar features were also seen in AIRS
radiances and AAH temperature retrievals from the Aqua
overpass, confirming their geophysical origin.

This interface altitude corresponded to the onset of
anticlockwise rotation and intensification of background
stratospheric winds over the mountain. Fourier-ray simu-
lations, using an 3D elliptical obstacle to represent south-
ern Scandinavian orography and realistic background

wind and temperature profiles, yielded a 3D moun-
tain wave that propagated to the stratopause. While this
was in qualititative agreement with the observations, the
modelled 2D horizontal temperature oscillations differed
noticeably from the radiance imagery, particularly in the
high-altitude channels. On converting model fields to
channel radiances using a simple forward model, the
model-generated radiance oscillations agreed much bet-
ter with the observations in each channel. In particular,
the abrupt change in structure of imaged radiance oscil-
lations between channels 11 and 12 was convincingly
reproduced. Spatial ray simulations showed that horizon-
tal shear at altitudes above ∼20 hPa increased vertical
wavelengths to the south, further accentuating these struc-
tures in the AMSU-A imagery.

In addition to the important visibility effects of the
channel weighting functions acting on different portions
of the 3D wave pattern, the modelled response of
waves to anticlockwise rotation and intensification of
stratospheric winds was also key to reproducing the
observations. The Fourier-ray model solutions generated
here can be viewed as generalizing the idealized linear
3D wave solutions of Shutts (1998) to more complex
background profiles and elliptical rather than circular
topography. Thus, the close agreement between the
observed radiance oscillations and the forward-modelled
Fourier-ray solutions constitutes experimental support for
the Shutts model’s predictions of the vertical evolution
of 3D mountain waves in directionally sheared flow. For
example, the ray solutions revealed an additional northern
wing of wave activity that attains breaking amplitudes in
the stratosphere, due to shorter vertical wavelengths that
make the wave activity here invisible to AMSU-A. The
waves here evolve with height and break according to
Shutts’ ‘asymptotic wake’ model (Shutts, 1998; Broad,
1999; Shutts and Gadian, 1999; Broutman et al., 2001).

The waves imaged by AMSU-A in the southern wing
had large vertical fluxes of horizontal pseudomomentum
density (F ∼0.3 kg m−1s−2). Modelling and theoretical
diagnostics both indicated that these wave groups did
not break in the stratosphere, but probably broke in the
mesosphere or lower thermosphere.

The observations and modelling together imply a pro-
gressive directional deposition of this 3D wave’s momen-
tum flux throughout the middle atmosphere, which con-
trasts with the simpler 2D plane-wave methods most often
currently used to parametrize unresolved OGWD in cli-
mate and NWP models.
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