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Abstract. This paper describes the latest and most definitive dataset from the
Microwave Limb Sounder (MLS) on the Upper Atmosphere Research Satellite
(UARS). MLS data have formed the basis of numerous studies, and the version 5
data, produced using more advanced algorithms than earlier versions, represent
a significant improvement in quality and scientific applicability. The version 5
data include mid-stratospheric to lower-mesospheric temperature and geopotential
height (the latter is a new product from MLS), water vapor from the upper tropo-
sphere to the mesosphere, stratospheric and mesospheric ozone, and stratospheric
nitric acid, chlorine monoxide and methyl cyanide (also a new product). Improve-
ments over the earlier version 4 dataset are seen in most products. The vertical
retrieval grid over the stratosphere and lower mesosphere has been doubled, to six
surfaces per decade change in presstzg km), compared to three surfaces per
decade in previous versions. The accuracy and precision of lower stratospheric
ozone, chlorine monoxide and nitric acid have been improved. For each product,
a description of relevant changes to the algorithms is given, along with an update
on its validation, a description of the accuracy, precision and vertical resolution of
the data, and information on what quality control methods to apply when using the
data.

1. Introduction The microwave observations made by MLS are converted
) ) _ ) into geophysical quantities by ground-based data processing

The Microwave Limb Sounder (MLS) is one of teninstru- sqftware. This paper describes ‘Version 5’ of this software
ments on the Upper Atmosphere Research Satellite (UARS)nq the data it produces (known collectively as v5 hereafter).
Reber et.al.[1993], which was launched from the SPace The main change from earlier versions of the MLS dataset
shuttle Discovery on September 12, 1991. The UARS in+s that the products are reported on a pressure grid with half
struments measure important aspects of the chemistry, dyne vertical spacing of that used in previous versions (now
namics and energy budget of the earth’s atmosphere. ML$ging 6 surfaces per decade change in pressure, correspond-
uses a microwave heterodyne technique to observe thermﬁ,{g to about 2.5km) over the stratosphere and in the lower
emission from the earth’s limb, and was designed to meamesosphere (up to 0.1hPa), though the true resolution of
sure stratospheric ozone, water vapor and chlorine monoXne information in each profile is typically coarser. In ad-
ide. In addition to these data, MLS has also produced usefujition, the quality of the observations in the lower strato-
observations of stratospheric and mesospheric temperaturgphere has generally been improved, because of better limb
stratospheric nitric acid, stratospheric sulfur dioxide duringtangem pressure algorithms and the use of nonlinear itera-
periods of significant enhancement (such as following thejye retrieval methods for some species. The v5 algorithms
eruption of Mt. Pinatubo), upper tropospheric humidity, and haye also produced data for species not previously reported
stratospheric methyl cyanide (also called acetonitrile). by MLS: methyl cyanide (CHCN) and water vapor in the

_ upper troposphere (note that the latter was also produced by
1The Institute for Meteorology, University of Edinburgh
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the ‘Version 4.9' — v4.9 algorithms). Sulfur dioxide (S0  from 1995 onward.

data, while produced for version 4 (v4), are not produced The MLS data processing is divided into separate ‘Lev-
by the v5 algorithms because of the similarity of the;SO els’. Level 0 data are raw instrument data. Level 1 data are
spectral signature to that of methyl cyanide. calibrated instrument radiance observations and engineering
data. The radiance data form the input for the Level 2 data
2. The UARS MLS instrument and operations  processing which produces estimates of geophysical param-
eters along the tangent point track. These data are stored in
Details of the MLS instrument are given Barath etal. | evel 2 files, and in the Level 3A files, which are a com-
[1993]. It contains three radiometers (R1, R2 and R3) meamon storage format for the UARS instruments. The official
suring the microwave emission spectrum near 63, 205 a”?’epository for UARS MLS data is the NASA Goddard Space

183 GHz, respectively. These combine the signal from the=|ight Center's Distributed Active Archive Center (DAAC).
atmospheric limb with a local oscillator signal in nonlinear

mixers employing Shottky diodes. This combination yields 3. Theoretical basis

an intermediate frequency (IF) signal, corresponding to a

combination of the radiances in the lower and upper fre-3.1, Optimal estimation

guency sidebands of the radiometer (i.e., above and below ) .

the local oscillator frequency). These IF signals are divided The v5 Level 2 da}ta processing algorithms are based
into six bands, chosen to observe emission lines for molec® _the standard optimal estimation approaétodgers

ular oxygen (band 1 from R1), chlorine monoxide (bands 21_976’ 2000]. The prin_]ary aim of the algorithms is to re-
and 3 from R2), ozone (band 4 from R2, and band 6 fromtrieve geophysical profiles of temperature and composition

R3), and water vapor (band 5 from R3). The radiances irfrom the input radiance dataset. A state veatof lengthn
each band are measured by one of six nominally identicalS constructed that is a representation of aspects of the state

spectrometer filterbanks, each consisting of 15 contiguou8' the atmosphere to which the instrument is sensitive. This
channels, covering up #6255 MHz away from the line cen- is typically vertical profiles of temperature and composition,

ter. The channels vary in width from 2 MHz near the line along with some instrumental and other parameters. Sec-
center to 128 MHz in the wings. tion 3.6 describes the MLS state vector for v5. The radiance

. ) , measurements are represented by a series of vegi@ach
In normal operation, MLS makes a ‘step and stare’ scan P y o6t

of the earth’s limb from around 1 km to 90 km tangent point\?Jhliiﬂgriqim'n'qi;rg:t:]z[gi\;:t?;frggg:]ggoaosses a value for
altitude every 65.536s, one MLS Major Frame (MMAF). ’

The MMAFs consist of 32 MLS Minor Frames (MMIFs). x% = Z [yi —fi00l" S, yi — fi ], (1)
Most of the 2.048 s duration of each MMIF is dedicated to i

limb obsgrvations (the remainder is used to step to the,ne)%heresyi is the error covariance mairix for the measure-
tangent view). Some MMIFs of each scan are used forV|ew§nent vectowyi, andf; is the corresponding forward model.

of space or a calibration target and/or antenna retrace activiThe forward model describes the radiances that one would
ues. _ o expect to observe from MLS, were the atmosphere in the
The UARS orbit and MLS viewing geometry are such state represented by The Gauss-Newton solution to this

that MLS observes from 38 to 8C°S for a periOd of about minimization can be Showﬂodgers 2000] to be given it-
36days (one ‘UARS month’), at which point the spacecrafteratively by

performs a 180yaw maneuver, changing to an°®0to 34S

-1

observing range. P+l _ op Tl Tally. _ £ (yP
The Appendix gives a summary chronology and calen—x =Xt [;K' S K'} Xi:K' S [y' fix )]'

dar of MLS operations and data coverage. The main events 2)

of note were the mid-April 1993 failure of the 183-GHz ra- K is defined as

diometer, resulting in the loss of stratospheric water and 183- aYi

GHz ozone observations, and the June 1997 cessation of 63- Ki = 9% x| )

GHz observations in order to save spacecraft power, resul%—md is commonly known as the matrix of weighting func-

ing in a loss of the temperature information. The freqUeNCy;;, g o Jacobians. The error covariance matrix for the solu-
of MLS operational days has generally decreased over thﬁon is given by

mission, from close to 100% from late 1991 though 1993 L

(the primary mission duration), down to about 50% in 1994, Te1 B

and only a few tens of measurement days per year at most Se =Y KIs'Ki| . 4
i
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As will be seen later, in the MLS case, most retrieval cal-  The addition of the a priori term changes thé hyper-
culations are sufficiently linear that only one iteration is re- surface to favor solutions close to the a priori. In addition,
quired. it is possible to favor solutions whose deviations from the a

The division of the measurements into several separatgriori are correlated (i.e., smoother) by using non-zero val-
vectors is somewhat arbitrary. It would be mathematicallyues for the off-diagonal terms in the a priori covariance ma-
equivalent to consider one amalgamated vector. For v5 hov\ﬂ’iX. Inv5, sections of the a priori covariance matrix describ-
ever, as described in sections 3.3 and 4, the division wa#g particular parameters (e.g., temperature and composition
maintained in order to simplify the software. profiles) are filled according to

i Z — zj
3.2. Use of virtual measurements [Salij = /[Sa]ii [Sal exp[—’ i | Jq @)

In most cases, the matrix to be inverted by (2) is singular.

This indicates that there are aspects of the state vector aboyherez;, zj are the height of surfacésand j andl is some
which the measurement system has been unable to providgaracteristic correlation length scale, all in log pressure co-
any information. This singularity can be avoided by the useprdinates (see section 3.6 for a discussion of the MLS ver-
of additional measurement vectors containing ‘virtual mea+jcal coordinate system). An exponential form is used, cor-
surements’ (as ODD_OSEd_tO ‘real’ measurements such as fgesponding to the covariance that would be obtained from a
diances). In v5, as is typical, these take the form of a priorivarkov process (i.e., random walk). Forms such as Gaus-
estimates of some or all elements of the state vector, usuallyjan that are ‘broader’ are numerically unstable, as the re-
formed from some climatology or model data. We choosesyting covariance matrix is close to being positive indefi-

to represent these by the veceiof the same length and  njte, except for small (i.e., not particularly effective) values
physical meaning as, with associated covarian&. The  gf].

weighting function matrix associated withis simply the
n x nidentity matrix. Equation (2) then becomes: 3.3. Constrained quantity error propagation

-1 For efficiency and simplicity, retrieval algorithms are of-
xPtl — xPy [sal + Z KiTSyilKi} ten implemented in a series of phases. For example, in v5,
i for the data taken up to April 1993, the first phase is a re-
trieval of temperature and tangent pressure taken from the
(Sal [a—xP]+ ) KIS yi —fi (xp)]> . observations of molecular oxygen emission (band 1). This
i is followed by a retrieval of stratospheric ozone and water
(5)  vapor (bands 5 and 6). The previously-obtained tempera-
ture and pressure values are used as constrained parameters
in the forward model for these later retrievals. However,
-1 the knowledge of these ‘constrained quantities’ is imperfect;
S = |:Sgl + Z KiTSQlKi} _ (6)  their error covariance has been estimated in the earlier phase
i ' by (6). This uncertainty is accounted for in the later re-
trievals by adding an additional term to the error covariance
There is a subtlety in that there can be some elements dff the radiances used in these later phases, according to:
x for which an a priori estimate is not required. For these, T
the corresponding rows and cqumnsng1 are set to zero Syi = Sy + KeSKe, (8)

. 1 .
]S.note tr;]at thr:S k?ja!(esa smgulis\r and .thereforsa ulnq?— whereK is the matrix of weighting functions describing the
'”ed: though this s no_t a problem &g is NEver exp icitly sensitivity of the radiances to be used in the later phase (e.qg.,
required). An example in v5 of such an exception is tangeng yission from ozone and water vapor) to the constrained
pressure, as described in section 3.8. guantities (e.g., temperature and pressure),&rid the er-

Care must be taken when using data that have been repr covariance of the constrained quantities estimated by (6)
trieved in conjunction with a priori information. The error in the earlier phase.

covariance of the solution must be compared with that of the The originalS,, matrices for MLS, are diagonal, as there

a priori. If the solution covariance is little changed from the s no significant correlation in radiance noise between chan-

priori covariance, then this indicates that the radiance Measais or integration periods. This makes the inversioypf

surements haye added I|tt!e information to the _stgte vector, (5) computationally simple. However, including the un-
and the result is strongly biased toward the a priori.

certainty in the constrained quantities in the error budget

with solution error covariance



Livesey et al.: UARS MLS Version 5 dataset. 4

makes the updatef, matrices non-diagonal. Their inver- retrieved dataset. In the ideal casevould be the identity
sion becomes the most computationally intensive aspect afatrix.

the calculation, due to the large number of measurements

compared to state vector elements. 3.5. The Marquardt-Levenberg approach

_ Approximations such as ignoring the off-diagonal terms  gome of the retrieval calculations are sufficiently nonlin-
in the newS; matrices are undesirable, as they corresponday that the Marquardt-Levenberg algorithm is more appro-

to a loss of information, tying the retrieval closer to the & priate than the standard Gauss-Newton method. This formu-
priori information. The approach taken in v5 was to parti- |ates the retrieval as:

tion the problem to achieve an acceptable compromise be-

tween speed and accuracy. For selected bands, the full non-

diagonal error propagation calculation was performed on all xPH = xP+ |:
the radiances whose tangent points were at pressures greater

than a given threshold (22 hPa), with simple diagonal prop- 1 Tt

agation used at smaller pressures. Radiance observations SiTIx—al+ ZKi S [Yi —fi (Xp)] )
above and below this threshold tangent pressure were di- i

vided into separate measurement vectors (Equation (2)), and (10)
the correspondintﬁSﬁlKi calculation was performed us-
ing either the fullSy, matrix or its diagonal. Section 4 gives
details of the specific implementation of this calculation in
V5.

-1
yhn+ S+ KiTSglKi]

wherel, is then x n identity matrix, andy is a scalar. As
y is reduced, this iteration tends toward the Gauss-Newton
iteration of (5). Conversely, as is increased, this iteration
tends toward the more cautious steepest descent algorithm
with a step size proportional tp—1. In v5 the Marquardt-
Levenberg algorithm is implemented by first settingo

A very important diagnostic of retrieval performance is some fairly large value that is then increased or decreased
the estimated precision. As explained in section 3.2, thidy some factor each iteration, according to the change seen
should be compared with the precision placed on the a priotin x2. If x2 decreases, then the value pfis decreased,
estimates of the state vector components. As an aid to usersaking the next iteration more aggressive. If, conversely,
of MLS data, the sign of the precision in the data files is sety? increases, then the result of the iteration is rejected, and
negative if it is no better than 50% of the a priori precision. a new iteration is attempted using a larger valug of
This indicates that at least 25% of the information in the re-
sult has come from the a priori, and therefore the data shoul8.6. Construction of the MLS state vector
not be used.

3.4. Diagnosing retrieval performance

) , i i The most important components of the state vector for v5
Another diagnostic of retrieval performance is thé ;o yertical profiles of temperature and species abundances
statistic given in (1). Large values gf may indicate instru- gt 163 set of fixed pressure levels. The geopotential height
ment anomalies, or deficient instrument calibration, Specqtihe 100 hPa pressure surface is also a state vector element
troscopy information, or inaccurate forward models. In VS, qring 4 vertical profile of geopotential height is inappro-
the x information is summarized by a set of flags that in- iate ‘a5 the information it would convey is already present
dicate to users of the data which profiles can be consideregl ¢ temperature profile when hydrostatic balance, implicit
reliable. These flags are discussed in section 5. in all the forward model calculations, is imposed).
Another useful measure of retrieval performance is the |, yhe case of temperature and composition, the terms in
matrix of averaging kernels\) [Rodgers1990], givenby ¢ gtate vector describe the tie points in a piecewise lin-
. -1 ear representation of the vertical profile (temperature or vol-
A= K = |:S;1 + Z KiTSI_lKi] Z KiTSI_lKi, (9) ume mixing ratio). An exception to this is water vapor, for
Xt i i which the representation basis below 100 hPa represents a
. . ) piecewise linear interpolation in log mixing ratio. This is a
wherex is the state vector abtained from the retrieval andbetter model of the vertical structure of water vapor profiles

Xt Idescrlbef: ;he upt;(nok\]/vn true state ;)fhthe at_moslphere. Thﬁw this region, which display quasi-exponential growth with
columns OiA descri et € reSponse o the retrieval system tc1ncreasing pressure, and is equivalent to a linear interpola-
delta function perturbations in the atmosphere. The rows Ocsin

A indi hich £ th here h o on in relative humidity with respect to ice. All the forward
Indicate which parts of the atmosphere have contributeqy, e caculations accurately model these representations

to each retrieval level. The widths of the peaks seen in thesﬁather than using, for example, a layer mean)
rows are a useful measure of the vertical resolution of the ' ' '
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The task of the retrieval algorithm is to deduce an op-to better model the residual radiances seen in this band. The
timum value of the state vector consistent with the ob-second exception is the UTH retrieval, which is based on ob-
served radiances, tangent point altitudes, and a priori inservations of absolute radiance as opposed to spectral con-
formation. The forward model calculations that form part trast, so baseline or extinction retrievals are not appropriate.
of the algorithm need some additional parameters in or-
der to match these observations. The most important 08.7. The MLS Suite of Forward Models

these are the limb tangent point pressures (or more precisely For the majority of the MLS channels, the forward model

—lo Tangent pressure / hPas this is a less non-linear . - - o
910[ gentp P used in v5 is based on a linear approximation (see sec-

variable) for each observation. The tangent point pressures iy e L
for the 63-GHz observations are retrieved from the rnolec_t|on 3.7.6). The coefficients used in this approximation are

; . . %aken from the results of a ‘full’ forward model. The ‘full’
ular oxygen signal in the 63-GHz radiances. The tangen odel is also used directly in v5 for appreciably nonlinear
pressures for the other radiometers are deduced from the Gg] y bp y

GHz tangent pressures, using estimates of the angular Off_adlances used for the upper tropospheric humidity (UTH)

. . . dretrieval and for some channels in the retrieval of the 183-
sets of the radiometer fields of view taken from ground-an
. . GHz H,O and Q.
space-based calibration. These angular offsets are part of the L
The full forward model is given by

state vector (although not retrieved).

Some atmospheric constituents (e.g., nitrous oxide, ozone 00
isotopes, etc.) contribute to the MLS radiances in a manner L _ rquA Jop 1 (022, ) @ () G (£, S, v) d2dy
too insignificant to yield useful MLS observations of their ¢ fQA fv‘l’;’ d (v) G (R, Qt, v) dQdv
abundance, but not so insignificant that thglr effects can bg Jo 170 1 (0,2, %)  (v) G (2, 2, v) ddy
neglected. The abundances of these constituents are also in4. p =A== o
cluded in the state vector, and constrained to climatological Joa /25 © (1) G (2, @, v) dQdv

values.
Our use of the term ‘state vector’ is different from that where IC'-h is the measured calibrated radiance for channel

adopted in, for exampldRodgerg1976]. We use the term ch, v is the I_ocal oscill_ator frequenc_yl,j is the high_er fre-
state vector to describe all the variable (or potentially vari-dUency (relative tajo) sideband relative response,is the

able) parameters needed by the forward model, whether thé§\Wer frequency sideband relative responge{(r, = 1).
are retrieved or not. (v, 2, x) is the atmospheric limb radiance,(v) is the in-

Most of the MLS data products are based upon measure{citrument spe_ctral response for channel Ghs2, .Q‘? V) IS
ments of spectral contrast (channel to channel variations inhe antenr_1a f|e!d of view ('.:OV) response f“_”C“"T'S fr(_e—
|]Jency,§2 is solid angle; is the FOV boresight direction,

the observed radiances). The instrument resolves a spect%A is the integration limit in solid angle, ands the forward

line, or a set of lines, and the spectral form of the signal : -
. ; : model state vector. The state vector contains coefficients for
yields information on the state vector. The observed spec- . . : . .
; . evaluating a vertical profile of the constituent concentrations
tral lines are superimposed on some spectrally flat offset

which arises through both instrumental effects such as ther(-f) and temperatureT(, negative base 10 logarithm of the

. ; FOV direction limb tangent pressurg), and some geomet-
mal emission from the antenna, and atmospheric effects such : s )

. - fic and hydrostatic quantities for converting tangent pres-
as continuum emission.

sure into pointing angles and heights. Embedded in the for-

The offset is modeled in the retrieval as a scan indepenyarq model is hydrostatic equilibrium, which relates height
dent absolute radiance offset, plus a vertical profile of exy, pressure and temperature.

tinction coefficient on the same pressure surfaces as used for

the atmospheric constituents. The former is intended to cap- Note that by taking. andr_| outS|_de the freque_nc_y Inte-
: : : . gral, we have neglected their possible small variations over
ture the instrumental effects, which are typically indepen-

: . the width of an individual filter channel. Also note that we
dent of scan angle; the latter is a good model of unexplaine

atmospheric absorption (e.g., due to forward model approxi. ave neglected the small variations in field of view response
P P 9. PRIOXIG o the filter width by separatinG and®. This approxi-

mations or spectroscopic uncertainties). In order to partition ation is further extended by using the sa@®eQ, ¢, v)

these appropriately, the extinction coefficient is not retrlev.ec{gr all channels in a radiometer. The EOV width across a
for pressures less than 0.068 hPa. There are two exceptions .. .
. e . radiometer changes by less than 1% across all its channels

to this scheme. The first is the case of the retrieval of tem- " " . .
. ) which is smaller than the measured FOV beam width uncer-

perature, tangent pressure and geopotential height from tr}e

: . : - tainty of 5% Parnot et al, 1996]. A 5% beam width error is
63-GHz radiances. Here, an independent radiance baselln%own to have nealiible impact uoon the 205 and 183 GHz
offset is retrieved for each tangent height, as this was found gig P P

. (1)
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ozone retrievalsHroidevaux et al. 1996]. This result is ex- 3.7.2. Spectral integration The spectral integration is
pected to hold true for all retrieved species.

The next four sub-subsections describe the components L fvci: (v, x) @ (v)dv
of this calculation, starting with the field of view integration ch [ @ (v)dv
and finishing with the computation of(v, 2, x). The fifth © f”"’ | (v, %) ® (v) dv
sub-subsection describes the forward model derivative algo- 4= - ’ (15)
rithm. J2 @ (v)dv

3.7.1. Field of view integration The FOV integration \ynere| W, X) = | (v, 2, x) but with @ — x dependence
assumes there is no frequency variation in the antenna gaiﬂi‘ropped because it is dependentten and hs, which are
functionG inside a band, which makes the spectral and spastate vector elements, ahg andn which are functions of
tial integrations separable. The limb radiance is assumed tghe state vector guantities tangent pressure, temperature, wa-
have negligible variability across the24 km azimuth (hor-  ter vapor, and reference geopotential height. The spectral
izontal) width of the FOV, allowing the FOV shape to be jntegration uses a 161 point trapezoidal quadrature, based
collapsed into a one dimensional function in elevation (ver-g the measured channel filter shapge(v). The radiative
tical) angle,x (G[, Qt,v] — G[x, xt.v]). Asthe FOV  transfer calculation is evaluated on far fewer points and in-
function in x is the same at all pointing positiong;, the  terpolated to the frequencies represented by the 161 points.
spatial integral can be converted into a convolution integraliThe spectral characteristics of the radiance signal within the
and solved with fast Fourier transforms. This gives channel determines the method and the frequency gridding

AL _1 —L — used by the radiative transfer calculations. In some cases

len (e, X) = & [? [ICh (X’X)] A% X)]}’ a ‘pre-frequency-averaging’ approximation can be made.

L _ _ _ (12)  with this, only one radiance calculation per channel is per-
wherel o, is the spectrally integrated limb radiance for chan-formed, using a precomputed filter-shape-weighted average
nel ch,#, and¥ ~ are the Fourier transform operator and apsorption coefficient derivative with respect to mixing ra-
its inverse respectively. Elevation anglesind x; are com-  tjo (cross section). This can be implemented in cases where

puted by radiances are optically thin (total single sideband radiances
1 [+ n)hemin(he, he) less than 100K), such as ozone in band 4, or in any band
X =sin [ hehe } ) (13)  having very little spectral variation irrespective of absolute

radiance, such as bands 2 and 3.

Bands 1, 5, and 6 have optically thick signals with large
spectral variation. The signals from these are calculated with
a filter-weighted average of radiance calculations. If there is
only one spectral line in a channel, the radiances are com-
776 10°5p [ szo} (14) puted on a 25 point equally-spaced frequency grid within

whereh¢ is the unrefracted tangent geocentric altitude for
elevation angler, 1+ n is the refractive index dtc, hg is
the geocentric Earth radius, ahglis the geocentric satellite
altitude. The refractive index minus one,is given by

T 1+4810? the channel, and an Aitkin'a? method is usedi$aacson
and Keller, 1994]. The filter weighted integral is evaluated

where P(=10"%) is tangent pressure in hPa, is tangent three times using radiance calculations at 7, 13 and finally
temperature in Kelvins, and™2° is the tangent water va- all 25 frequencies. Each time the radiances are interpolated
por volume mixing ratio. The sine of the incident line of With cubic splines to the 161 point filter shape frequency
sight (LOS) angle perpendicular to the tangent surface |gr|d and evaluated with a trapezoid quadrature. The results
min (he, he) / he, which is unity except for Earth intersect- form a three term series converging to a better solution. This
ing rays. Geocentric altitudéyg, is Computed from the hy_ approach is used for center channels in band 1 and all the
drostatic equation, which depends on the temperature préhannels in bands 5 and 6.
file, tangent pressure, and a reference height. Its calculation Aitkin’'s method does not work well in cases where there
is based on those described in section 3.8. A cubic splinare multiple spectral lines within the channel (e.g.,#@0
computation §le Boor 1987] interpolates the computed ra- and 1’00 lines in the wing channels of band 1). In these
diances to a grid of 1024 equally-spaced points (coveringases an adaptive computation is implemented. The adap-
+0.1radians) in the convolution. There will be a small con-tive computation starts by evaluating the radiative transfer on
tribution due to signals impinging on the antenna at abso2n+1 frequency points, whereis the number of lines in the
lute angles greater than 0.1 radians which is estimated anchannel. The initial frequency grid consists of points at the
removed from the calibrated radiances produced by level Thannel boundaries, line centers, and midway between lines.
processing. This defines 8 integration regions. In each region, two in-
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tegrals are evaluated: one using only the two end points, thperature radiative transfer equatidtgad et al.1995],
other also including a point at the center of the region. If the
difference between these is below a specified threshold, the N N-1

integration between these points has adequately convergedI w,x)~ It = Z AB; l_[ Atk

and the calculation proceeds to the next unconverged region, i=t k=i

otherwise the region is split at the center and the process N-1 N -1

starts again. When all regions between the channel bound- -7 (H ATkt) X [Z AB; l_[ At
k=t i=t k=t

aries are converged, the calculation is complete.

3.7.3. Radiative transfer calculation The MLS limb N-1
radiance] (v, x), is modeled with a nonpolarized, nonscat- —lo (H ATkt) (18)
tering, radiative transfer calculation for atmospheric emitters k=t

in local thermodynamic equilibrium. The integration, along Equation (18) is applied to aN — 1 layered atmosphere
the LOS path, beginning at the instrumesit 0), passing  where each layer is separated by surfaces with indices run-
through the atmosphers ¢ 0) and outinto spacs(— o0),  ning from 1 (the Earth surface) té (top of theN — 1 layer).

is given by Radiances are computed for a set of LOS tangents that
are a subset (indiceyof the N surfaces (interpolation to the
L (v,X) =lo(v) YT (t,00,v,X) T (0, t,v,X) required tangents is performed later). Subsciiadk in-
+ By, T, X)]@A—7")7(0,t,v,X) dicate the surfaces used in the products and sums. The quan-

s=t tities AB; are(Bj_1 — Bj+1) /2, except whemn = N, where
+77 (0,1, v, X)/ Bv, T(s,¥)]a,X,8)T(t,s,v,X)ds ABy is (Bn41 + Bn) /2. The Planck blackbody function
<=0 S=00 B; is divided by Boltzmann'’s constant to yield radiances in
+ / B[v, T (s,%)]a(1,%87,sv,xds, (16) units of Kelvins, as reported in the MLS Level 1 dalafnot
s=t et al, 1996]. The four product terms are the atmospheric
LOS transmissions from (1) layeérto the instrument, (2)
tangent layet to the instrument, (3) laydrto the tangent
layert, and (4) from space to layér Any product for a term
which does not exist (e.g., whén= N in the first term and
i =t in the third term), is set to unity. The layer transmis-
sion Aty is given by

where B[v, T (s, x)] is the Planck blackbody function,

T (s, X) is the temperature, which is a part of state vector
X, lp is the cosmic space radianagi, b, v, X) is the trans-
mission function between poingsandb alongs, Y is the
Earth surface reflection coefficietis the tangent point on

s, anda (v, X, S) is the absorption coefficient. The transmis-

sion function is given by Aﬁgrku Okt ds dh
At = exp| — ——=¢2 o (v, X, ¢) - ——d¢
s'=b Akt Jy dh dg
T (@, b, v, X) =exp |:—/ a(v,x,9) ds/} ., @n (19)
s'=a whereAgﬁe_)frk 11/ Akl is the correction for refraction,

h db hei ion limits ars i hi h ds/dh is the unrefracted path length derivative with respect
whereaan areF N mtegrgﬂon |.m|ts arlIs pat epgt * to height, and d/d¢ is the height derivative with respect to
The_Earth reflection coeff|C|enTC_|s 1 for non Earth mter-_ negative logarithm of pressure, ands the negative base 10
secting rays and 0.05 for Earth intersecting rays. The I'mqogarithm of pressure along the LOS pathThe refraction

yiewing_geometry used by MLS m_akes thg MeasUrementy o otion is the ratio of the refracted layer path length to the
insensitive toY for the LOS Earth intersecting paths, and unrefracted path length. The refracted path length is
therefore a model that considers surface reflectivity varia-

tions is not needed. Equation (16) is solved piece-wise by . Skt1 (1+n)h dh
a summation over layers, using the discrete differential tem- A ki1 = /;k J@+mhZ— (L+n)hy)? Edg'

(20)
The absorption coefficientis a sum over each species con-
tribution,
a(v,x,g):Zf',B' (T,z,v), (21)
[

whereg! (T, ¢, v) is specie$ cross section (absorption coef-
ficient per unit volume mixing ratio, vmr), anff is its vmr
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expressed either as a linear function, 3.7.4. Cross section calculations The cross sectiorg,
in (21) is [Pickett et al, 1992]
=" Fum @), (22)
m —6
B = ,/ln—z 105 > " 10%iLineShapdx;. yj. zj) | .
or for upper HO at pressures greater than 100 hPa, as a log- 7 wdkT J-
arithmic function, (24)
where
fl = ex In(F! '()], 23
p[; (Fi) e B ) = 5 300 - 100(Qrao[Q (300 225 150, T))
| o ] o | hEl; 1 1
where F,, is a mixing ratio coefficient and,, is a repre- + N (3—00— ?>
sentation basis function. The representation bagjs,is
a triangular shaped function with a unit value at the coef- +log 1- exp[—huJ- /kT] (25)
ficient break-point pressurey,, and linearly decreasing to 1— exp[—hvj/k(SOO)] ’

zero at pressures1 and¢m—1. These basis functions give
a state vector describing linear interpolation in the vertical.T s temperature in KelvinsP (= 107¢) is pressure in
Representation basis functions are discussed more fully iRpg, 8j (300) is the logarithm of the integrated intensity
Froidevaux et a|[1996] The linear function given in (22) in nrnz MHz at 300 K,Uj is the pressure shifted line cen-
is used for all species, including upper tropospheric humid+er frequency in MHz,El; is the ground state energy in
|ty (UTH) which has units of relative humldlty with respect Cmfl, |09{Qratio} is the |Ogarithm of the ratio of the par-
to ice (%RHi). However, in order to evaluate radiances,tition function atT to the partition function at 300 K,
UTH needs to be transformed into vmr represented by (23)q (300, 225, 150) are values of the partition function at 300,
The transformation between UTH and vmr is described mor@25  and 150 K, andh andk are Planck and Boltzmann
fully in Read et al[2001]. constants, respectively. The partition function ratio is eval-
The forward model calculation for all species exceptuated with a linear interpolation of the logarithm of the par-
UTH is performed on a layered atmosphere having 91 intition functions and the logarithm of temperature. The spec-
tegration layers (1 km thick between 0 and 70 km and 2 kmiral parameters$j (300), Q (300, 225 150, Elj, andv;
thick from 70 to 110km). Equation (19) is solved with 8- are taken from the JPL submillimeter, millimeter, and mi-
point Gauss-Legendre quadrature. Radiances are computedbwave spectral line catalogickett et al, 1992].
at 81 fixed tangent heights; 10 tangents are for rays intersect-
ing or skimming the Earth (with tangent heights from 0.0 to g =V V2In2KT (26)
-100 km below the Earth surface), and 71 tangents above the 4= VM
Earth. The UTH retrieval uses channel 30 at 202/204 GHz,
in an atmospheric window that permits measurements intéS the Doppler width in MHz M is the absorber molecular
the troposphere. The UTH forward model uses 35 integraass in amu, angidentifies the individual lines or quantum
tion layers, 19 nearly equally-spaced levels between the suitates in the molecule, ards the speed of light. The line
face and 18 km and 16 equally-spaced levels between 20 ardnape function is a convolution of a collision contribution
50 km. Radiances are computed at 34 tangent heights abol¥anVleck and Weisskop1945] and a velocity broadening
the Earth’s surface and 10 Earth surface skimming and inteDoppler) contribution,
secting rays. 5
The & em|SS|on’ in the cente_r of band_ 1lis polar_lzed be- LineShape{xj i Zj) _ <1>
cause of the Earth’s magnetic field. While a polarized for-
ward model has been developed, its computational require- © Tu. e 2
ments prohibited its use in v5. The radiances in the center 3 X 1/ [yi —Yi (xj —t)]exp(-t )dt
channels in band 1 are therefore not used except the lowest T J-oo yj2 + (xJ- — t)2
tangent heights, for which an empirical forward model has }

been implemented (see section 3.9). 1y —Yjz
VT4 yE
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where For situations where the radiances are frequency aver-
aged, the cross section is computed as needed. The cal-

| = m("i — ”)’ culation includes only those lines within the band for each
wd species under consideration and approximates contributions

mwcj =3 (g)”ﬂ from stro'ng line yvings and its continuum with an empiric.al

yj = i polynomial function of pressure and temperature. The line

Wd data,vj,, Elj, 4 (300, wej, nj, Yj, and Avj,, and coeffi-
\/m(l)j + v) cients of the polynomial function are stored in a file cata-

jzi

wd : loged by species and MLS band that is read by the forward

model program if needed.
wej is the collision width in MHz hPa® at 300K,y s its The UTH forward model described in detail tead
temperature dependen(’)ﬁi,is an intramolecular line miXing et al. [2001] uses Spectra"y averaged cross sectiongO H
contribution,y; is the line position frequency in MHzyis  and air cross sections are empirical continuum functions de-
the radiation frequency in MHz. Th(au/vj)2 term, which  termined from in-orbit data. Cross sections for the contribut-
is virtually constant over a Doppler width, has been pulleding species @ N2O, and HN@ are computed from a line
outside the integral, giving the well studied Voigt integral by line calculation.
[Shippony and Read 993]. The line center frequency is  3.7.5. Forward model derivatives In addition to radi-

pressure shifted according to ances, the forward model computes radiance derivatives with
Lo respect to the state vector for use in the retrieval. As with ra-

300\ 4 diance calculations, this is a three part calculation including

vj = vjo + AvjoP (T) ’ (27) " Fov and spectral integrations and a radiative transfer deriva-

tive calculation.

wherevj, is the ‘zero pressure’ line center frequency in  the FOy radiance derivative calculation is given by

MHz, Avj, is the pressure shift parameter in MHz hPa
at 300K, and the temperature dependence is relateyl to oL oo [atl
[Pickett 1980]. The intramolecular line mixing contribution ~ Zch _ / [EH ch +|—'- e (3_)()] G (Xp _ X) dx

. . . hao
is parameterized according to 9Xj —oo | 9Xj Max \ox;
dxp [ 3G (xp—x)
300\ %8 300\*8 + 20T AR Ly
Y= P[5J (%) (%) (28) 5 S (o —x)
[T A C e = 1) (30)
where §; andy; are line-mixing coefficients in hP& at oo Chaxj 3 (xp—x) X

300 K. The linewidth parameters,cj andn;, are based on
laboratory measurements. The line shiftyj,, is nonzero The multiterm equation involving derivatives of the antenna
only for H,O [Pumphrey and Bhler, 2000]. The line mix-  gain function,G (xp — x), as well as the spectrally inte-
ing coefficients are nonzero only fopQLiebe etal, 1992].  grated derivatives of the radiative transfer functiog, is

For the pre-frequency-averaged calculations, cross se@ consequence of using pressure as the independent vertical
tions and their derivatives are computed on a molecule byoordinate. The FOV function varies with some state vector
molecule basis. The contributions from each line insidecomponents when projected onto the vertical coordinate sys-
the MLS band, wings of strong lines outside the band, andem. Referring to (13), the elementsoifvhich have nonzero
background continuunRead et al.2001] are summed and dx/dx; are temperaturel, Earth radiushg, and satellite
weighted by the MLS filter response function to produceradius,hg (the dependencies ofare neglected). The partial
a cross section for each channel. These are computed for
a range of temperatures and pressures and stored in tables.
The temperature dependencesat approximated with

B = B (300 (300/T)" (29)

andn is computed and stored. Also computed g5/dv, the
derivative of channel cross section with respect to molecular
velocity. This is used for computing the radiance derivative
with respect to molecular velocity.
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derivatives for these terms are, spect to a state vector element is

dx _ tany dhc dl
0Tm  he dTw’ dx - 0=

— =)=+ =, dAB; dAs

ax (3Tm he dTm T Z I + AB; kt l_[ ATkt

. dx; < dX; !

3_)( _ _tal’l)( i=t k=i k=i
ohs  hs ’ N-1 N1 gase

9 <ax>_ 1 -1 ] A dx;

dx \dhs/)  hscoZy’ k=t .k:lt -
dxy  tany dAB; o dASKt | —
— = , and X + AB; AT
dhg ~ he [;( dx; ! g dx; g Kt

3 [ dx 1

J
O (fOox \___*+ N-1
) e o (ffon)] oo
k=t

The derivativepG [xp — x| /9 [xp — x] is evaluated using

the Fourier transform derivative property where d\dk:/dx; is the derivative of the layer opacity (the
argument of the exponential function in (19)) with respect to
G . _ R L
e 0\ _ 97 (G (x) (32) State vector elementj, and dAB; /dx;j, is the derivative of
ax AB;j with respect to state vector elemeqtwhich is zero ex-

cept for temperature. The layer opacity derivatives are eval-

whereq is the aperture coordinate (number of wavelengths) ated analytically for each state vector element. The value
andi = +—1. This property is convenient because the pator any sum term that does not exist (e.g., whea N in the

tern is stored as¥ [G (x)] which ensures internal consis- gecond sum in the first term and= t in the second sum of
tency between the pattern and its derivative. The integralg,e thirg term) is zero.

in (30) are evaluated with Fourier transforms analogous to 3.7.6. Forward model implementation in retrievals

(12) . _ _ L . The forward model described above is a very complex and
The spectral integration of the rad|a_nLce derivatives iSime consuming calculation. It was not possible to imple-
identical to (15) used for radiances, wigiﬁh and g% re- mentthis full calculation operationally for all the MLS chan-
J

lacina TS and 1. H derivati tor all ch | nels. Instead a linear approximation to (11) from a Taylor
placing I ¢, and I;. However, derivatives for all channels ¢ ioc is implemented, according to:

are computed with spectrally integrated ‘cross sections’ (i.e.,

‘pre-frequency-averaging approximation’). This reduces the Lo +Lo Lo (o s

number of spectral radiance derivative calculations to one lch = 'u [Ich,u + Kenu (% —x )]

per channel. For those cases where the radiances are com- WL wLo (o N

puted from a spectral integration of multiple radiative trans- sl [ICh" +Kenf (R —x )] - (34)

fer calculations per channel, the derivative is scaled by the

ratio of the spectrally integrated radiance to the radiance The full forward model is used to compute values tfe

computed from a spectrally integrated cross section. In mosand K*-o for upper and lower sidebands of each channel,

cases, this approximation produces very good results. corresponding to observations made at a fixed set of tangent

The derivative of the radiative transfer equation with re- Pressures (denoted lhy), based on a representative stete

In the v5 processing, the Taylor series in (34) is computed,
followed by an interpolation of the resulting radiance profile
to the tangent pressures given in the state vector. In addi-
tion, the pretabulate&*s are combined by sideband, and
also interpolated to the state vector tangent pressures. While
the radiances are interpolated using a cubic sptieegoor
1987], the weighting function matrix values are interpolated
linearly.

The accuracy of the linear approximation is dependent
on the proximity of the state to the representative state
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x*. Accordingly, representative valuesxfhave been cho- system) are used as additional measurements in the retrieval
sen for several ‘bins’. The divisions of the bins are the of temperature, pressure, and geopotential height. The for-
‘UARS months’ (10 per calendar year); 8 latitude regionsward model for these measurements consists of a hydrostatic
with boundaries at the equatar20°®, +40°, and+60°; and  calculation of the tangent point altitudes, based on the values
the ascending and descending sides of the orbit (needed taf tangent point pressure, temperature and the geopotential
account for Doppler shift effects). The values for speciesheight of a reference pressure surface, taken from the state
abundances and temperatures inxhesector for each bin  vector. Complexities in this approach arise from the varia-
are taken from appropriate climatology. tions in the Earth’s gravitational field with altitude and lati-

One indicator of the accuracy of the linear forward modeltude.
is optical depthr(';h, which is estimated for each sideband  Expressing the problem in terms of geopotential rather
from calculated radiances using than geometric height simplifies the calculations. The hy-
L drostatic calculation assumes that the atmosphere is an ideal
t~_mnl1- ﬁ (35) gas with the gas ‘constant’ described as a functiog ef
ch — L |’
T — logy o [pressure / hFaby

where Tt is the atmospheric temperature at the tangent Ro
point. Section 4 discusses the use of the optical depth in R(¢) = ™M’ (36)
more detail.
For most of the MLS observations the linear forward
model is a very good approximation, particularly for bands M = 0.0289644 co0.2[¢' — ¢c]), (37)
2-4, where the signals are never optically thick in the strato-
sphere. Itis also a good approximation for band 1, despitavith ¢/ = maxc, ¢¢), and¢. = 2.5, describes a fit to
the very optically-thick nature of these signals, because temthe US Standard Atmosphere. An exact integration is used,
perature and pressure—not mixing ratio—are retrieved fromalthough for simplicity linear variation ifrRT across each
the band 1 radiances. Temperature has a fairly linear eﬁeqayer is assumed, (as opposed to linear variatiol wwith
on the signals, and the nonlinear effects of tangent pressun@e variation inR described in full by (36)). The same in-
are described well by the cubic spline interpolation in tan-tegration is used to produce vertical profiles of geopotential
gent pressure performed by the linear forward model. height from the reference geopotential height and tempera-
Bands 5 and 6 show significant nonlinear effects, as thdéure information that are the geopotential height product.
channels become increasingly optically thick closer to the There are many well-documented expressions for con-
line center, and lower in the atmosphere. Radiances in charerting geometric height to geopotential heighgé¢herning
nels close to the line centers are ignored when the optical 984]. V5 uses the expression
depth in either sideband is greater than a certain thresh-
old. However, information can still be obtained from other a\2
channels at the same tangent altitudes, as the linear forward Hoo = o [l — 22P2 (Ac) <h_> -
model is still applicable to channels further out. In the lower 9oNe ¢
stratosphere however, the only information comes from the 4 thg coZ (Ac)
‘wing’ channels, and the full nonlinear model has to be used. JaPa (he) (h_> + T
For reasons of efficiency, only the radiances are computed ¢ 0
with the nonlinear model; derivatives of radiance with re-yiin
spect to mixing ratio are still obtained from the linear model.

whereRy is the ideal gas constant and the molecular mass

(38)

In the case of the retrieval of UTH, the system is suffi- Py (he) = 1 (3 Sirf (A¢) — 1)
ciently nonlinear that the full forwvard model computation, 2
with derivatives, is implementedRad et al.2001]. How- Py (he) = 1 (35 sitf (h.c) — 30irf (he) + 3) ’
ever, as only a single channel is used, over a small vertical 8

range, the computational effort required is not prohibitive. \\Larea — 63781370m is the assumed Earth major axis

w = 7.292115x 10°s 1 is the Earth angular velocity, and
GM = 3.986005x 10"m3s~2. J, = 1.0826256x 1073,

In addition to radiance information, the estimates of limband Js = —2.3709122x 10~° are polynomial termsic
tangent point altitudes (based on the MLS antenna positiofs geocentric latitudel is geocentric altitude, andp =
encoder readouts and the spacecraft attitude determinatich80665ms? is the nominal gravitational acceleration. The

3.8. The ‘scan residual’ model
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geodetic altitude reported by the UARS orbit/attitude soft-scan from the three center channels (7-9) in the 63-GHz ra-
ware is simply the difference between the geocentric altitudeliometer. The value of a saturated radiance reflects the tem-
and local Earth radius, not the ‘proper’ geodetic altitude. Itsperature in the region of the mesosphere where the saturation
conversion back to geocentric altitude therefore makes theccurs. However, the altitude of saturation (i.e., where the
same approximation. temperature weighting function peaks) is strongly affected
A further subtlety arises from the effects of refraction by the geomagnetic field, due to the Zeeman splitting of the
on the limb rays. The tangent point pressure terms in th&3-GHz G emission. A full polarized forward model calcu-
state vector describe the pressure at the true tangent pointgtion was too computationally expensive to implement for
whereas the level 1 tangent point altitudes that are input t&/>. Instead an empirical model was developed.
the level 2 processing refer to fictitious rays not affected by  Study has shown that the temperature weighting function
refraction. The effects of refraction are taken into accountmimics the shape of the radiance derivative with respect to
and the altitudes modified according to tangent height, offset by8km. This can be used to ob-
" tain an empirical estimate of the weighting function directly
he ’ (39)  fromthelimb radiances observed within each scan. First, the
1+n radiance derivatives with respect to tangent height are com-
puted in the normal scan range (0—90 km). Above this range

wheren is given by (14). . :
The eff 9 f yf( ). ke th h ical a linear decay to zero at 120km is assumed. Secondly, the
e effects of refraction make the mathematical CONStruCy g\ ative profile is normalized and shifted down-bg km,

tion of the retrieval problem a little more complex. If we

hc:

1 wish ider th ; ¢ ; Igiving an approximate weighting function. Thirdly, weight-
still wish to consider the system in terms o geopotennaing functions are multiplied by the state vector tempera-

height, a conceptual problem arises, as the ‘measurement&"e profile to determine the model saturated radiances. No

of refracted geopotential height are dependent on the Cor]’hesospheric retrieval is attempted if the scan does not reach
tents of the state vector (through the temperature and watefy |

apor terms in (14)). Typically, only the forward model es- . . . .
vap in (14)). Typically y W Using this empirical model, v5 produces estimates of

timates are affected by changes in state vector values. To X :
avoid this (merely semantic) issue, we reformulate the prob-meSOSpher.'(.: temper_ature that represent an improvement on
lem in terms of a ‘scan residual’, defined as the dif“ferenceth_e a priorl mformatlon_ _(based on the_ UARS zonal mean
between the geometric and hydrostatic geopotential height§.“_mat°|09y)' The empmca_LI approach is not, however, ap-
The ‘measurements’ of this quantity are defined to be zero?“cable to unsaturated radiances, as these are more strongly
with appropriate precisions based on estimates of pointingﬁnﬂuenced by the Zeeman effect.

uncertainty. In addition to computing this residual quantity,

the model also computes its derivative with respect to tem4- Implementation of algorithms
erature, tangent pressure and reference geopotential height __, . . . . . . .
peratu gentp . geop I '9 This section describes in detail how the algorithms dis-

for use i the retrieval algorithm. cussed in Section 3 are implemented in the UARS MLS ver-

Including the scan model requires that the retrieval algoioy 5 gata processing. There are several configurations of

rithms not use virtual measurements for tangent pressure, e aigorithms, corresponding to different operational modes
these would be based on the same tangent height informai yhe ML S instrument. The changes in instrument opera-
tion being used by the scan model. It can be shown that thgq, that necessitated configuration modifications were the
scan model provides enough information to ensure that the,,j 1993 failure of the 183-GHz radiometer and the ces-
matrix in () can b.e inverted. _ _ sation in June 1997 of 63-GHz radiometer observations (to
These calculations also form the basis of a ‘first guesstonserve spacecraft power). This section first describes fac-

solver for the tangent pressure. This takes the a priori temiors common to all configurations, and then discusses spe-
perature and reference geopotential height and computes &jfic details of each configuration.

initial guess for the tangent pressure, based on the observed
tangent point geometric altitudes. 4.1. V5 products and data files

3.9. An empirical model for mesospheric temperature. The standard products of v5 are temperature, water va-
por, ozone separately from the 205-and 183-GHz radiome-

The v5 algorithms implement an approximate retrievalters, nitric acid, chlorine monoxide, and methyl cyanide. No
of mesospheric temperature, using an empirically-derived5 183-GHz @ data are produced from observations fol-
forward model for the saturated (sometimes described agwing the failure of the 183-GHz radiometer in April 1993.
‘blacked out’) radiances at the lowest tangent point in eactHowever, water vapor data are still produced, as the tropo-
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spheric HO observations were not affected by the 183-GHzdata for most species come from the UARS standard clima-
failure. The stratospheric4® values (pressures of 100 hPa tology. Note that this is the climatology constructed before
or less) for the post-April 1993 period are set to a priori andlaunch for UARS data processing, not the climatology later
should not be used in scientific study. Sulfur dioxide dataconstructed using UARS data (the UARS Reference Atmo-
were produced by the MLS v4 algorithms, but are not in v5,sphere Project,Wang et al, 1999, for example]). In the
because of the similarity between the spectra of sulfur dioxcase of water vapor, the climatology has been modified in
ide and methyl cyanide. the manner described Pumphrey et al[1998].

The main data files produced by the version 5 software The temperatures in the state vector are initialized with
are those in the UARS standard Level 3AT and Level 3AL data from the National Centers for Environmental Prediction
formats, one of each for each species per day of observatio(NCEP, formerly NMC) Global Data Assimilation System
The Level 3AT files contain data taken directly from the re- (GDAS) Stratospheric Analysis data. These data are typi-
trieval state vector (in some cases interpolated in pressureally available up te~0.3 hPa, though occasionally they are
see below). The Level 3AL files are a linear interpolation missing at lower altitudes, or for a complete day. Where
of the Level 3AT data along the tangent track to standardNCEP data are not available, data from the UARS clima-
latitudes. Information on the format and use of these filedology are used. The 100-hPa geopotential height is also
can be found ilBurke and Lung(i1996] (available from the initialized with NCEP data if available, with the UARS cli-
MLS web sitehttp://mls. jpl.nasa.gov/). Both setsof matology as a fall back.
files contain data on a subset of the standard ‘UARS’ pres-
sure surfaces, which are evenly spaced at a resolution of si4.3. Retrieval ranges and a priori covariances

surfaces per decade change in pressure. For the most part, Table 1 describes the vertical range over which each

these are the same surfaces as are represented in the state . : . .

. Spécies was retrieved and gives the values used for the a pri-

vector. However, in the lower troposphere and upper meso- . . .

S ori error estimates. The latter were chosen based on lenient

sphere, the state vector resolution is lower, at three surfaces .. . .

; ) .~ estimates of the amounts of variability to be expected in the

per decade change in pressure; the output data at the inter; o

: : ; . atmosphere and an examination of the results of many test

mediate surfaces represent a linear interpolation between the : .

: runs of the data processing algorithms.
adjacent levels.

In addition, Level 3 ‘Parameter files' (Level 3TP and The choice of 20 km for most products for the correlation

Leve P ke and Lungua996]are produced foreach 00 %% 1 SUaion T oectbed 1 secion 92 (1l
day of MLS observations. These files contain information P g 9 P P

on the quality of the MLS data in the 3AT and 3AL files, gxp:anatl?n: F|rﬁtly,' thc'f IS Tot a smogthmghlength or lver-
along with integrated column amounts estimated from thetlca resolution t at'ls Irectly 'mposed on .t N retrlevg. It
3A data. The use of the quality flaas found in these files is® & parameter applied to the a priori covariance matrix that
. . i quaiity lag makes vertically-correlated solutions more attractive. The
discussed in section 5. . o .
] correlation length was initially chosen based on studies of
The software also produces Level 2 files for each dayihe cl0 product, which has a fairly poor signal-to-noise ra-
These contain all the elements of the state vector used iy A 20-km length was found to yield CIO profiles with
the retrieval, including the species output at Level 3A, alonggjitaple signal to noise for daily mapped products, with ver-

with additional diagnostic informgtipry@ values, etc.). A tical resolution of 4-5 km in the lower stratosphere (see sec-
Level 2 data file specifically describing the details of the up-4jon, 13).

per tropospheric water vapor retrieval is also produced. This
is a text file whose format is described in its header. It is
very similar to that produced by the version 4.9 UTH soft-
ware and is discussed in section 9.

Tests showed that the choice of correlation length had lit-

tle impact on retrievals of other species, except for temper-

ature and upper tropospheric humidity. Therefore, for sim-

plicity, 20 km was chosen as the length scale for all the re-

maining species. However, this length scale was later found

to have some undesirable side effects. In particular, as de-
Each element of the state vector is initialized before thescribed in section 6.1, the retrieval overestimates the random

retrieval with a priori information. This includes not only uncertainty in the data.

the retrieved species such as temperature, ozone, etc., but

also contaminating species such agON Furthermore, for  4.4. Data from launch to June 14, 1997

all the retrieved species, except tangent pressure (for reasons .
b b gentp ( For the processing of data from launch to June 14, 1997,

described above), this a priori value is also used as a viry e configuration of the v5 algorithms is essentially the same
tual measurement, as described in section 3.2. The a prioW 9 9 y

4.2. Sources of a priori data
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Table 1. Retrieval ranges and a priori information for all the v5 data products.

Species Vertical range A priori source A priori precision Correlation length

NMC data, with

Temperature 68-0.0001 hPa UARS climatology 10-46K ~5km
stacked above

Upper Tropospheric Humidity 464 —146 hPa 50% global RHi 150% RHi ~3km
Stratospheric water vapor ¢) 100-0.00046 hPa UARS climatology 20 ppmv ~20km
183-GHz Ozone (@) 100-0.00046 hPa UARS climatology 20 ppmv ~20km
205-GHz Ozone (9) 100-0.00046 hPa UARS climatology 20 ppmv ~20km
Nitric acid (HNOg3) 100-0.46 hPa UARS climatology 10 ppbv ~20km
Chlorine monoxide (CIO) 100-0.46 hPa UARS climatology 4 ppbv ~20km
Methyl cyanide (CHCN) 100-0.14hPa UARS climatology 500 pptv ~20km

aThis is the range for which data are retrieved, not the range over which they are considered useful, nor the range over which data are output.

for each day processed. The only major change in is thator the UTH profile retrieval. The second phase is a retrieval
necessitated by the April 1993 failure of the 183-GHz ra-of humidity on the four UARS surfaces from 464 to 147 hPa.
diometer, described below. The forward model for the UTH retrieval includes emissions
4.4.1. 63-GHz retrievals The first phase consists of a fromdry and moist continua andsOHNOz, and NO, taken
retrieval of temperature, tangent point pressure and 100-hHgom the state vector. In the first and second UTH retrieval
geopotential height, using the radiances from the 63-GHz raPhases, the §and HNG concentrations are given by a pri-

diometer and the estimates of tangent point altitude obtaine@ri. Once better estimates of these have been obtained from
by the Level 1 processing. later retrieval phases, a third UTH retrieval phase is per-

This phase implements three forward models. The firsformed to improye the' accu.rgcy O_f the UTH data. )
is the linearized model, used for all radiances from chan- The UTH retrieval is split in this manner because it was

nels 1-6 and 10-15. This includes emissions fi@y, found that having good estimates of UTH improved the qual-
180160, and1’00. Continuum emissions from MNand ity of the retrievals of other species in the lower stratosphere.
H»O contribute negligibly to total emission in this band and Thus the first two phases are designed to obtain an interim
are notincluded. The ©volume mixing ratio used is 0.2095 estimate of UTH, sufficient for use in the stratospheric re-
from the surface to 80 km with a linear decrease to 0.1447 dfievals.

110km. The 18 and 17 isotopic forms have mixing ratios The UTH retrieval is generally similar to that of ver-
scaled by 07 x 102 and 75 x 10~4, respectively. sion 4.9 (v4.9) Read et al. 2001]. The main differences

The scan model described in section 3.8 is used. A 100 n@€:
precision is assumed for the input residuals. The empirical
mesospheric model described in section 3.9 is also used for
the radiances from the lowest tangent height minor frame
for channels 7-9. A Gauss-Newton iterative retrieval with a
maximum of four iterations is used.

As described in section 3.6, in addition to temperature,
tangent pressure and reference geopotential height, a minor-
frame-dependent radiance baseline is retrieved. This is dif-
ferent from the other bands, where scan-independent base- 2. The off-diagonal terms in the a priori covariance ma-
lines are retrieved along with atmospheric extinction pro- trix had a Gaussian form in v4.9, as opposed to the
files. This method was chosen as it led to better radiance exponential form given in Equation (7).
fits than the extinction approach.

4.4.2. Upper tropospheric humidity retrievals The
retrieval of upper tropospheric humidity consists of three
phases, the first two of which are performed immediately

following the retrieval of temperature, tangent pressure and 4 The v4.9 retrieval constrainegs@nd HNG; values to

geopotential height. The first is a retrieval of a layer mean version 4 data. V5 uses the retrieved v5 values of O
humidity from 464 to 147 hPa that provides an initial guess and HNGQ;, as described above.

1. V4.9 software took temperature from the NCEP
dataset, on the original NCEP pressure grid. V5 uses
the state vector temperatures, which are NCEP data
interpolated to the UARS pressure levels, with UARS
climatology substituted in regions where NCEP data
are unavailable. V4.9 did not perform retrievals where
NCEP data were unavailable.

3. V4.9 used a different form for the wet and dry con-
tinua from that used by v5. This is discussed in sec-
tion 9.
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5. V4.9 retrieved UTH only when there were four cyanide. In addition to these species, baseline and extinction
or more radiance observations at tangent pressureare retrieved jointly for the overlapping bands 2 and 3, with a
greater than 80hPa. V5 undertakes retrievals whenseparate baseline and extinction retrieved for band 4. All the
ever any radiances meet this criterion. radiance observations in each band with tangent pressures

less than 150 hPa are used in the retrieval. As this system is

4.4.3. 183-GHz retrievals The next phase is the re- very linear, only a single iteration is performed.

trieval of stratospheric water vapor and 183-GHz ozone from  tha forward model includes the following species for
the two 183-GHz bands. Band 5 (channels 60—75) is ceng;n4s 2 and 3:35C|0, HNOs, Hy0,, SO, O3, 1800,
tered on the 183.310-GHzJ@ line and band 6 (channels H,180, N,O, 03(v2), CHECN, wet continuum, dry contin-
76-90) on the 184.377-GHzdine. Channel 69, close ,;n paseline and spectrally flat extinction. The band 4

to the center of the D line, is not used because of unex- forward model includes emissions froms OHNO3, SOy,
plained systematic biases seen in the radiances, thought @1800, N,O, HO,, O3(v2), wet continuum, dry continuum,

be instrumental artifacts. Also, channel 76, on the 0zongpecrajly flat extinction and baseline. A priori values are
line wing, is not used as its radiances are unreliable. For thgseq for species not retrieved. Note that this includes species
center 9 channels of each band, radiances are only used if thea; are related to retrieved quantities, such as ozone iso-
tangent point pressure is smaller than 100 hPa and the opticglyes and excited states. This is a departure from version 4,

depth in each sideband is less than 1.0. For these channe[§,\yhich such species were appropriately constrained to the
the linear forward model is used to estimate radiances anghirieved value of the ‘parent’ species
weighting functions. For the sets of three channels at either . .
. : In earlier versions of the MLS software, $@vas re-
end of each band (excluding channel 76), a nonlinear for- .
. . L trieved from these band&®gad et al. 1993]. However, the
ward model is used to compute radiances (weighting func- . : o L
. . . . algorithms retrieved small but unrealistic $@ixing ra-
tions are still obtained from the linear forward model, and ;" .
. . . tios in the atmosphere at times when Sébundance was
therefore do not change with each iteration). In these chan- o :
) . not enhanced by volcanic injections. Studies showed that
nels all radiances whose tangent point pressures are smaller ) - .
than 100 hPa are used e band 2 and 3 radiances exhibited a persistent spectral
' feature, similar to S@ that accounted for this bias. This

The forward model for both bands 5 and 6 includes emis'spectral feature is now known to be emission fromsCN

sions from HO, Os, dry air continuum, and extinction. The 1) jyesey et al. 2001]. It was decided in V5 to retrieve
dry continuum function is the same as that used for the UT HsCN instead of S@, constraining S@to a climatolog-

retrieval with an empirical frequency adjustment based 0N, figlq. Their spectral similarity in the UARS MLS bands

N2 collision-induced absorption datRéad et al.2001]. In . 5kes simultaneous retrieval of $@nd CHCN inappro-
addition to retrieving stratospheric water vapor and 183'GHZpriate.

ozone, spectrally-flat extinction coefficients and baselines

are retrieved independently for bands 5 and 6, as described As in the previous phase, the effects of uncertainty in re-
in section 3.6. trieved temperature and tangent pressure were propagated

into the error budget, with full propagation for radiances in
The forward models take the temperature, pressure anfanqs 2 and 4 with tangent pressures greater than 22 hPa, and
upper tropospheric humidity from the results of earlier yjaqonal propagation elsewhere. In addition the uncertainty

phases. As described in section 3.3, the effects of uncertainty stratospheric bO (taken from the previous phase, or a
in retrieved temperature and tangent pressure are propagatgfoyi foliowing the 183-GHz failure) was also accounted
into the band 5 and 6 radiance error budgets. For speed, offg,

diagonal terms in the covariance matrices are ignored for all . . .
- : Note that the forward model and retrieval consider emis-
radiances having tangent pressures smaller than 22 hPa. An

35 i i
iterative retrieval based on the Marquardt-Levenberg method " from 'the CIO isotope. Before output, the retrlev_ed
is used. mixing ratios are scaled by 1.32 to produce the combined

abundance of thé®CIO and3’CIO isotopes. This phase

This phase is not invoked for data obtained after thejg fo|iowed by the final UTH retrieval phase, as described
April 1993 failure of the 183-GHz radiometer. The strato- 5pye.

spheric water vapor and 183-GHz ozone elements of the
state vector for these later days are therefore unchanged frojis  pata from 15 June 1997 onward
their a priori values. _

4.4.4. 205-GHz retrievals The 205-GHz radiometer oM June 1997, in order to conserve spacecraft power,
data (bands 2—4, channels 16—60) are used to retrie/d€ Instrument was operated with only the 205-GHz ra-
205-GHz 0zone, chlorine monoxide, nitric acid, and methyldiometer. The data from this period are processed in v5
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by implementing a single-phase retrieval of all the 205-GHz .
products as described above, with the addition of limb tan—Table 2. The values oMMAF_STAT in the MLS Level 3 pa-

gent pressure, for which information is obtained from therameterﬂles and their associated meaning.

width of the 206-GHz @ line. The temperature is con-  wmar_sraT Meaning
strqlned to a priori. In addition to the bands 2, 3 and 4. G The profile is based on all ‘Good' radiance data.
radiance measurements above 150 hPa, the tangent point + Temperatures missing from NCEP data at pressures
altitudes are also used, with the scan model described in greater than 22 hPa.

T Temperatures missing from NCEP data at pressures

section 3.8. No ponstrgineq quant!ty error propaggtion is greater than 100 hPa.
needed. A nonlinear iterative retrieval is used with the M Too many tangent points are missing from scan.
Marquardt-Levenberg methodology. P A pointing anomaly occurred during the scan.
L i i i S Scan mode anomaly (e.g., not normal full scan range).
This is followed by a tWO-phase UTH retrieval, identical B Bad or insufficient radiance data were taken.
to the first and third UTH phases in the ‘standard’ process-

ing.

Table 3. The values ofQUALITY_. .. in the MLS Level 3
5. Proper use of MLS data parameter files, with their associated meaning.

Understanding the quality of the MLS data is essential for QUALITY_... Meaning

valid scientific use. Each data point in an MLS Level 3AT 4 Good fit to good radiances.
and 3AL file has an associated precision. As described in 3 gOOdf_ftitttO Pocaf fag_iances-

. .. . . . O0r Tit to good radiances.
section 3.4, these precisions are flagged with a n_egatlye_5|gn 1 Poor fit to goor radiances.
when they are no better than 50% of the a priori precision;
indicating that the data should not generally be used. In ad-
dltlon,_ the precision is set negative for Fhe 100 hPa strato-6_ validation and characterization issues
spheric water vapor data, as these are tightly coupled to the I .
surfaces above through the a priori smoothing. common to all species

The appropriate parameter files (Level 3PT or 3PL)g 1. precision versus scatter
should always be used in conjunction with MLS Level 3A
data. These contain information for each Level 3AT/3AL  The Level 3AT and Level 3AL files contain, for all data
profile. TheMMAF_STAT field is a single-character flag Points, uncertainty values. These are the square roots of the
that indicates the status of the instrument, as it impact§orresponding diagonal elements of the solution covariance
each profile, according to Table 2. Only profiles for which Mmatrix from Equation (6). These describe a combination of
MMAF_STAT is set toG, T, or t should be used. In ad- the projection of the radiance uncertainty into state space
dition, the Level 3 parameter files contain the five fieldsand the assumed a priori uncertainty.
QUALITY_TEMP, QUALITY_CLO, QUALITY_03_205, QUAL- One measure of true precision is the scatter observed in
ITY_03_183, andQUALITY_H20. These describe the ‘qual- the data in regions where little atmospheric variability is
ity’ of the corresponding profiles according to the valuesexpected (e.g., the tropical stratosphere for some species).
given in Table 3. Only profiles WitlQUALITY_...=4 Such a measure indicates that the precision of the data is bet-
should be used. In the case of nitric agUALITY_03_205 ter than is estimated by the algorithms. This is because the
should be consulted, witQUALITY_CLO used for methyl scatter in the data points arises purely from radiance terms;
cyanide. the a priori data being essentially constant (they are zonal

In addition to the information available from the data mean or single profile data for all the fields except tem-
files, the MLS science team has inspected of the quality oPerature and geopotential height, for which NCEP data are
the v5 dataset on a UARS-monthly basis. The study involvesised). The size of the precision ‘overestimate’ is determined
examination of timeseries data and of the location and magby both the diagonal terms in the a priori covariance ma-
nitude of ‘spikes’, and the amount of good data availabletrix that describe the confidence in the a priori data, and the
each UARS month. Each UARS month of MLS data has©ff-diagonal terms that lead to the preference for smoother
been assigned a grade. These are summarized, along wig®lutions. The latter factor had a significant effect in v5.
general comments on each month, on the MLS science team For many of the v5 data products, the observed scatter is
web page ahttp://mls. jpl.nasa.gov/. ~70% of that estimated by the algorithms and placed in the

Level 3AT / Level 3AL files. The ratios between the typical
estimated uncertainties and the observed scatters are listed as




Livesey et al.: UARS MLS Version 5 dataset. 17

afunction of pressure for each species in later sections of thi20, September 27, October 23, and December 13, all 1996.
paper. The precisions quoted in the data files vary very littleThese results are given in later sections describing individual
as a function of latitude or time. However, they do take intospecies.

account occasional variations in instrument performance and A|th0ugh the use of a different retrieval Conﬁguration re-
vertical coverage, in a manner that a Single prOfile summanrgylted in S||ght Changes in beha\/iorfp% quantitieS, the cri-
cannot. The ‘best estimate’ of the precision of a single dataeria for setting values for flags such @BALITY_03_205
point is the quoted uncertainty on that point given in the datayere not changed between the two implementations of the
file, multiplied by the ratios quoted for each species reportedy|gorithm. This results in less-cautious quality control (i.e.,
in later sections of this paper. fewer profiles are rejected) for the post-June 1997 data.

6.2. Vertical resolution 6.5. Retrieved tangent pressure

The definition of vertical resolution chosen hereis the full  As described in section 3.6, one of the most important
width at half maximum of the rows of the averaging kernel components of the state vector for v5, apart from the ‘prod-
matrix given by Equation (9). These have been scaled fromycts’, is the set of tangent point pressures for each minor
log pressure coordinates into approximate kilometers (usingrame of observation. Figure 1 shows a summary of the es-
a scale height of 16 km per decade change in pressure) faimated tangent pressure precision (from Equation (6)). It is
clarity. The quoted averaging kernel widths are taken fromclear that the precision of v5 tangent pressure is significantly
the retrieval of the first profile on September 17, 1992, whichimproved over the v4 data. This is due to the introduction of

is typical of the dataset. the scan model (section 3.8). Also, it is interesting to note
_ ) the change of behavior resulting from the switch to observa-
6.3. Accuracy of retrieval estimates tions from the 205-GHz radiometer alone (section 6.4). The

The accuracies of the data vary from species to specie§3'GHz observations yield information mainly on the state
and are described quantitatively in later sections. Sources ¢ the upper stratosphere and lower mesosphere, whereas the
uncertainties in accuracy include: 206-GHz ozone signal, being the emission from a weaker

line, conveys useful tangent pressure information down to
the lower stratosphere.

As described in section 4 these estimated precisions are
e Uncertainties in instrument calibration, carried forward into the error budgets for the retrievals of the
atmospheric species.

e Uncertainties in spectroscopic parameters,

e Uncertainties in spacecraft attitude,

e Accuracy of, and biasing toward, a priori information. 7. Temperature

The magnitude of some systematic uncertainties can bé.1. Changes in algorithms for v5 Temperature

estimated by mapping an estimated uncertainty in SPeCtro- e 5 software produces scientifically useful tempera-
scopic and/or calibration parameters into state space. SOM@;a data over the vertical range 32—0.46hPa at an interval
times the magnitudes can be estimated from comparisonss «iv surfaces per decade change in pressure (the UARS
with other datasets, or with a priori information (e.g., knowl- standard surfaces). The temperature profile at pressures
edge that nighttime lower stratospheric CIO abundances arg 190 hpa and higher is constrained to the a priori values
negligible except in certain situations). (NCEP or climatology, as described in section 4.2). The
data at pressures of 68, 46 hPa, and less than 0.46 hPa are
not scientifically useful, because of the poor MLS tempera-
ture sensitivity in these regions.

As stated in section 4.5, after June 1997 MLS was op- The MLS version 4 (v4) algorithms attempted to obtain
erated without the 63-GHz radiometer. The v5 algorithmsuseful information at 46 hPa, by using a looser a priori error
were modified for data taken after June 1997. The impac{20K throughout the vertical profile). Results contained a
this modification had on the data was assessed by runningisappointingly-large number of spikes. V5 adopts a some-
these modified algorithms on data from selected days eawhat conservative approach by reducing the a priori uncer-
lier in the mission and comparing the results with the ‘stan-tainty of temperature to 10K from 68-3.2hPa and gradu-
dard’ v5 data. This was done for observations on Januarglly increasing it to 46 K between 3.2—-0.0001 hPa (linearly
4, January 29, March 16, April 25, June 12, July 5, Augustchanging with log pressure). Since the v4 algorithms re-

6.4. Effects of the cessation of 63-GHz radiometer
observations
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Table 4.v5/v4 and v5/v3 Temperature Differences.

Pressure v5v4 [ K v5—v3
/ hPa Global Tropics Polar winter Global
0.46 +0.0 —0.6 +2.0 -0.9
1.0 -0.7 -0.4 -2.1 +3.2
2.2 +3.0 +2.2 +3.2 +3.9
4.6 +1.7 +1.7 +0.6 +4.9
10 +2.8 +2.3 +2.8 +4.2
22 +2.8 +1.3 +3.1 +3.1

trieved temperature on coarser pressure grids (three surfaces
per decade change in pressure), but reported the retrieval
on every UARS surface, the output data on the intermedi-
ate surfaces represent the results of an interpolation. Differ-
ences will thus be observed between v4 and v5 temperatures
at these intermediate surfaces, even at pressures larger than
68 hPa where the only source of temperature information is
a priori.

7.2. Comparison of v5, v4 and v3 temperatures

In the stratosphere, the v5 temperatures are generally
warmer (by 1-3K) than v4, but v5 is cooler than v4 (by
~1K) near the stratopause. These differences reduce the
‘sharpness’ of the retrieved stratopause, which was often too
sharp in v4 by comparison to climatology. Table 4 shows
vb/v4 and v5/v3 differences, based on the first year of ob-
servations. The largest v5/v4 differences are in polar winter,
where planetary wave activity is strong.

Altitude/ km

0 100 200 300 400
Retrieved tangent pressure precision/ m 7.3. Estimated precision and accuracy of v
temperatures

Figure 1. Typical precision for retrieved tangent pressure. . - .
- . L The estimated precision, accuracy and resolution (as de-
The solid line shows the mean estimated precision in v5 re;

. . _fined in section 6.2) of v5 temperatures are given in Table 5.
trieved tangent pressure on June 14, 1997 (converted IntBrecisions (&) are estimates obtained by computing the ob-

approximate meters using a 16 km Jggcale height). The S I ;
dotted line shows the same information for v4. The beKGHEZLVdeC(jfr\;argag!'gbg fggfl'l?s ge:)rlgrﬁge?légg IaS;ucdeertain-

line indicates the same statistic for the v5 retrieval of dataties in the Level 3 files should be used in conjunction with

te}ken on July 14.’ 1997, a day when only the 205GHz ra_the ratio column in this table as described in section 6.1 to
diometer was activated.

obtain the best estimate of the precision of each measure-
ment.

Accuracy is estimated from the error analysis described
in Fishbein et al[1996]. One observed artifact is a system-
atic error of~0.5 K between ascending and descending mea-
surements that is synchronized with the UARS yaw cycle.
This error is evident even in the presence of the diurnal and
semi-diurnal tides because of its incoherent character. The
presence of yaw-cycle synchronized error may cause serious
problems for studies of short-period atmospheric waves. In
the v5 temperature this artifact is reduced by about a half
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from ~1K seen in v4, but users should be cautious about
temperature variations near or below 0.5K.

Comparisons of the first-year's data to NCEP show a
global warm bias in the v5 temperature. This bias is less
than 2K at 32—3.2hPa but 4-9K near the stratopause (2.2
0.68hPa). In addition, v5 shows a 1.5K cold bias at
0.46 hPa. The warm bias of v5 compared to NCEP is greate
than that seen in v4 and NCEP by 0.5-1K.

ISAMS 0.022 hPa MLS 0.022 hPa

220

7.4. Mesospheric Temperature

As discussed in section 3.9 the v5 algorithm employs
an empirical forward model to obtain information on meso- ISAMS 0.046 hPa MLS 0.046 hPa

spheric temperature (at pressured.32 hPa). Table 6 sum-
=220

marizes the estimated vertical resolution and single profile
precision for the mesospheric temperature. The significant
contributions of the a priori information to the mesospheric
temperatures necessitate a different measure of the precisi
of the dataset from that used for other products. An approx
imate measurey can be obtained from
ISAMS 0.10 hPa MLS0.10 hPa
»
240 ]

wheresy is the precision quoted in the Level 3AT files, and
Sy Is the a priori precisionsy, is an approximate measure
of the precision of the information MLS contributed to the
retrieval system. The overall accuracy of these data remain
to be assessed.

v12 temperature observations during December 4, 1991 an
January 14, 1992. The preliminary comparisons show that
MLS temperatures are generally warmer than those from
ISAMS at these altitudes. The warm bias increases with
height from~1K at 0.32hPate-10 K at 0.01 hPa. Compar- Figure 2. ISAMS and MLS mesospheric temperature on

isons of ISAMS data with Lidar observatior®ydhia and  January 8, 1992. Contour intervals are 10K, and latitude
Livesey1996] indicate that there is good agreement betweegircles are shown at the equator?Band 60N.

MLS and Lidar at 0.3—0.03 hPa.

Figure 2 compares MLS and ISAMS northern hemi- level. This discontinuity may not be evident in individual
sphere temperature on January 8, 1992, when planeta%

Uiy

MLS wave amplitudes are significantly weaker than those~0.4 hPa. This discontinuity is intrinsic to the retrieval con-

o_b_s:_arved by ISAMS' This 1S prabably due to the poorer Seni‘iguration that aims to merge two differently-resolved tem-
sitivity and vertical resolution of the MLS temperature data

tth ititud perature measurements. Scientists wishing to use MLS tem-
atthese afitudes. perature data above 0.46 hPa are strongly advised to consult

These data remain as a research product, in need of fufhe MLS science team before embarking on scientific stud-
ther validation before they can be confidently used in sci-jgg.

entific studies. One reason for this is that there exists a
large discontinuity in the v5 temperature sensitivity across
~0.4 hPa, which can cause a problem in retrievals near this
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Table 5. Estimated vertical resolution, precision and accuracy of v5 temperature.

Pressure Vertical Typical Precision Estimated —WECEP
/ hPa resolutioft / km precision / K rati® accurac§ / K /K
0.46 5.0 3.3 0.7 5 —-15
0.68 7.0 2.1 0.5 5 +5.2

1.0 6.5 1.8 0.5 5 +8.6
1.5 7.0 1.7 0.5 5 +6.6
2.2 6.5 1.5 0.5 4 +4.3
3.2 6.5 1.5 0.5 4 +1.4
4.6 6.0 1.4 0.5 5 +0.9
6.8 6.5 1.4 0.5 4 +0.1
10 6.5 1.3 0.4 4 +1.1
15 6.0 1.2 0.4 4 +1.1
22 7.0 0.8 0.3 4 +1.6
32 6.5 0.9 0.3 6 +2.0

a As defined in section 6.2.
Data file uncertainties should be multiplied by these numbers to obtain a better value fos tteintjle
profile precision (see text).
CAccuracies quoted here roughly represent a 95% confidence levéMgfies).

Table 6. Characterization of MLS v5 mesospheric temperature.

Pressure Vertical Estimated MLS ¥5SAMS

/ hPa resolutioft / km precisio® / K contributiorf /K /K

0.010 20 27 40 +9.7
0.015 20 26 44 +8.8
0.022 25 25 50 +7.1
0.032 25 24 55 +6.5
0.046 30 23 63 +5.5
0.068 20 22 57 +5.8
0.10 15 21 52 +3.4
0.15 10 19 48 +0.3
0.22 10 17 35 —-0.4
0.32 10 15 29 +1.1

aAs defined in section 6.2.
bTypical values given in Level 3AT files.
CSee text.
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7.5. Caveats in use of vb temperature while the MLS values vary over 1 km and occasionally 2—

Only temperature data for pressures between 36 3km. The differences provide an estimate of MLS GPH ac-
[ ] — . . .
0.46 hPa should be used in scientific study. curacy. This suggests that an upper limit of MLS GPH ac

curacy would be about 1.5 km over the measurement period.

e As stated in section 5, only data witlAF_STAT="'G’, During some spacecraft/instrument testing periods (such as
‘t’, or ‘T’, QUALITY_TEMP = ‘4’, and positive uncer- UARS Day 275-300 and 1605-1639), the MLS GPH accu-
tainties should be used. racy can be as poor as 3km. The GPH accuracy also de-

grades slightly with height because of the accumulated un-

e Temperature data following the deactivation of the 63-cetainty in the temperatures used in the hydrostatic integra-
GHz radiometer (June 1997) should not be used. tion.

The estimated single-profile GPH precisions vary
8. Geopotential Height from 70m at 100hPa to 220m at 0.01hPa, based on the
variability of MLS GPH measurements betweeri 020N
Version 5 is the first MLS algorithm to produce geopoten-from October 1991 to September 1992. The MLS GPH pre-
tial height (GPH) as a standard output. GPH is retrieved ircision is much better than its accuracy, as is shown by the
a somewhat different manner from the other products. Theyood tracking between the NCEP and MLS layer thicknesses
state vector contains the GPH of the 100-hPa reference suim Figure 3. MLS GPH difference between pressure surfaces
face, which is retrieved collectively from the 63-GHz radi- (layer thickness) is less prone to the bias imposed on the
ances and the tangent height information. The linear radi100 hPa GPH. The offsets in the thickness are mostly due to
ance model and scan model, described in section 3.8, praemperature differences between the two data sets.
vide the forward models in this retrieval. The GPH values
above and below 100 hPa are computed from this referenc®.2. Caveats for using GPH data
GPH using a standard hydrostatic integrator (including the

gas constant model described by Equation (36)) and the re- Given the rathe_r poor G.PH accuracy, users need first to
trieved temperature profile. remove the potential bias in each profile. One may use the

100 hPa value to quantify such a bias as shown in Figure 3

with the NCEP data. The disadvantage of this approach is

that some atmospheric variability will be lost by subtracting
The GPH accuracy and precision behave in a very differout the 100hPa value. Users should disregard the uncertainty

ent manner from that of other retrieved products. The GPHralues quoted in the Level 3 files and use the estimated val-

error comes from two distinct sources. The first is associ-ues here. GPH data after June 1997 should not be used as

ated with the accuracy and precision of the retrieval of the53-GHz observations were not made during this period.

100-hPa GPH that is used to ‘anchor’ the GPH profile. The

second source is the accuracy and precision of the retrieveg Upper tropospheric humidity

temperatures used in the hydrostatic integration to compute

the whole profile from the 100-hPa value. A full description of the MLS observations of upper tro-

The 100hPa GPH precision depends mostly on knowl{ospheric humidity (UTH) is given ifRead et al[2001].
edge of the MLS pointing. Random pointing errors are as-This paper concentrates on v5 UTH. Itis recommended that
sumed to be about 100 m (based on studies of the attitudé4.9 data be used in preference to v5 because the v4.9 wa-
data provided by the UARS orbit/attitude services) in each€r vapor continuum function in air is believed to be supe-
tangent point altitude. Since the 100hPa GPH retrieval igior. This function is essential for the UTH measurement
based on the measurements-d¥6 tangent points, the pre- and had to be measured from space using MLS data, because
cision is expected to be better than the single-pointing precif® known laboratory measurements existed as of 1998. A
sion. derivation of the water vapor continuum function requires

Accuracy is harder to assess, as it is totally dependerf{"oWledge of humidity. For a given tangent height, the ma-
on knowledge of UARS attitude, the uncertainty of which is 1011ty of MLS measured radiances fall between two distinct

hard to characterize. However, comparisons with correlativd"ightnesses. The v4.9, continuum function was derived
datasets can yield some insight into the accuracy of MLSPY @ssuming the upper brightness boundary was in an atmo-
GPH. Figure 3 compares daily-averaged MLS and NcEepsPhere having a relative humidity of 100% with respect to
GPH near the equator, where wave activity is relatively low!C€ (Y0RHi) and with no significant emissions from cirrus

in the lower stratosphere. At 100 hPa the NCEP GPH typi—'Ce' The v5 water vapor continuum function used humidity
cally shows variations of less than 100 m arount6.5 km measurements from Vaisala radiosonde measurements that

8.1. Accuracy and precision of GPH data
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were coincident with MLS observations. Following the pro-
duction of v5 data, the accuracy of Vaisala radiosonde obser-
vations of the uppermost troposphere has been significantly
called into question byiloshevich et al[2001], though

this claim is not supported by comparisons between Vaisala
sonde and MLS v4.9 observatiorRdad et al. 2001]. As
MLS cannot observe thin cirrus, the method for establishing
the v4.9 water vapor continuum appears more robust. These
issues are discussed more fully Bgad et al[2001]. How-
ever, no v4.9 data are available after June 1997 when 63-
GHz observations were discontinued. V5 data are usable up
to June 1998, after which severe instrument scanning prob-
lems led to a significant reduction in the amount of UTH
data. Also noteworthy in this period is the observation of a
significantly lower retrieved UTH (in %RHi) over the poles
during winter than had been seen in previous years which
could be an artifact of the data processing.

9.1. Changes from UTH v4.9 to v5

The most significant change between v4.9 and v5 UTH
was the manner in which the wet and dry spectroscopic con-
tinua were estimated. V4.9 estimated these from the MLS
radiances alone. The dry continuum was obtained by assum-
ing that the smallest MLS radiances on a few selected days
correspond to 0%RHi. An appropriate pressure-squared
function was fitted to the observed radiance profiles (allow-
ing for the small contributions from minor species). The
v4.9 wet continuum was similarly obtained, by assuming
that the largest radiances corresponded to 100 %RHi, and
fitting an appropriate continuum function (again, account-
ing for the minor species and dry continuum contributions).
The temperature and tangent pressures used in these fits were
from the MLS version 4 dataset.

In v5 the dry and wet continua were obtained simultane-
ously from a larger sample of selected profiles. As in v4.9,

Figure 3. Time series of daily mean MLS (dot) and NCEP the dry continuum was obtained by assuming the smallest
(line) GPH at 20S-20N. The MLS data are averages of all radiances corresponded to 0 %RHi. The v5 wet continuum,

the ascending orbits each day, whereas the NCEP values apé)wever, ‘was obt(_s\ined by using UTH profiles from coin-
a zonal mean at 1200Z. The ability of MLS to track GPH cident Vaisala radiosonde measurements. The MLS/sonde

thicknesses indicates the potential use of these data for scgoincidence criteria applied for the fit wetel®longitude,

entific study.

+1°latitude, andt3 hours. The v5 UTH data produced us-
ing these fitted continua agree with the Vaisala radiosondes
within 5% on average between 300-150hPa.

V5 produces negative Level 3AT uncertainties where the
estimated error is greater than 75 %RHi or the observed ra-
diances are detected as being contaminated by cloud scat-
tering. The v4.9 Level 3AT data give negative uncertainties
only when a retrieval is not performed (the ASCII Level 2
UTH file simply reports that no retrieval was attempted).
These situations arise when too few good tropospheric ra-
diances are observed in a scan.
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The time values given in the Level 2 UTH files differ be- 9.3. UTH after June 15, 1997
tween v4.9 and v5. The v4.9 files quote time in UT hours,
while v5 uses UT milliseconds. Also, the v5 times are
guoted as being 32.786 s later than those in v4.9 (to be co
sistent with other MLS products).

Table 8 shows the impact of the cessation of 63-GHz ob-
servations after June 1997, by comparing ‘standard’ data
nfrom earlier in the mission with data for the same days re-

i i trieved using the ‘no 63-GHz’ configuration.
Note that the v5 HO files include data at pressures Th . h ianificant diff bet
greater than 464 hPa, which should not be used in scien- € comparison Shows signiticant dilterences between

tific investigations. The relative humidity at these levels isthe two configurations, especially at high latitudes, nd at

assumed to be the same as at 464 hPa, and a conversiong} 7hPa globally. Since the ‘standard’ v5 data are a few
0

. . . Hi drier than the v4.9 data, which are in turn mostly drier
an HO vmr is performed, using the temperature data in the . '
state vector (essentially NCEP data). than correlative date&Head et al.2001], the post-June-1997

v5 product—being drier still—probably underestimates the

9.2. Estimated precision, accuracy, and resolution for Frug humidity. However, the scatter pIots? shown in Figure 4

v5 UTH indicate that the morphology of the data is reasonable, as the

scatter is reasonably tight, compared to the precision of ei-

The estimates for v5 UTH precision, accuracy and resother dataset, except at 147 hPa. The large scatter at 147 hPa

lution are given in Table 7. The basis for these values is thés due to the strong sensitivity at this level to the retrieved

same as that for v4.Rjead et al.2001]. Vertical resolution  tangent pressure, which typically show differences between

for 215 and 316-hPa levels are the full width at half maxi- the two configurations equivalent t6200 m.

mum of the columns of the averaging kernel matrix, com-

puted for the nominal MLS scan and radiance uncertainty9.4. Caveats for v5 UTH data

Outside the 464—-147 hPa range, the forward model assumes .

constant relative humidity (constrained above to the 147 hP% tThe f(inotvr\:mtgtr? aveats ag_?rly to :r}e usc:hof VSﬂ':A IIS UTIHt

and below to the 464 hPa values). This makes vertical regc & (note that these are different from those that apply to

olution harder to define. We have chosen as a measure tﬁ/4'9 data Read et al.2001]). The data at 147. and 215 hEa
ould only be used where the corresponding uncertainty

distance between the lower (147 hPa) or upper (464 hPa) h S o
maximum of the averaging kernel and the half maximum of " the data file is positive. Any UTH values greater than

the instrumentweighting functions above (147 hPa) or below" ;ﬁ;ﬁﬁ:& alrnet'r?:'gga);';":]:; :)r:‘eaﬁgialls:rnc;a?;(t:(l)oggtse?;: cs;llgigs
(464 hPa). The vertical resolution degrades with increasiniuch valués should be reset to 1003;0RHi b esti_,
moisture. The precisions in Table 7 account for the effects o oo of the true humidity. Note that this threshold value ab.
radiance noise (0.1K), tangent pressure precision (259 mjrr:ies only to the data talzén before June 1997; an e uivalgnt
temperatue Uncertainty (2 ), and minor species correction%}resholg for the post-June-1997 data remaiﬁs to ge deter-
(0.4 ppmv for @, 1.5 ppbv for HN@, and 15 ppbv for NO) : P
projected onto the UTH profile. mined. |

The accuracy estimate is based on the mean residual ?rf1 The 147 and 215 hPa level are thought to be reliable when

the radiance fit to the dry and wet continuum functions, de- e UTH uncertainty is positive. The quality of UTH at 464

scribed above, propagated into UTH space. The uncertain"’—‘nd 316hPais crucially dependent on the humidity above

ties given in the UTH data files are estimates of accurac .,:?sg lzelvs Isl. 47“:];:?;5 _\c/)v:el\r/leLtShe .ﬁt?aozplrﬁ;eo'rsn\gegé:;?'St
not precision. The unusual latitude-dependent artifact o A gron, Wi Vel :

8 ppmv observed in the v4.9 datasBegd et al. 2001] is tivity to the water vapor lower down. As part of the UTH

also observed in the v5 dataset. Therefore, any variability oflit;'i\;al’i a erfn;::ﬁ [jetqltre]varl of I'[ne??hihlfir:iltcimly over’4?4v—
a few ppmv seen in MLS UTH data may not reflect actual als periormed. the results ofthis alguess prove

atmospheric conditions. As describedRiead et al[2001], :ﬁ;el\?LusseJ#ung;thrt cglrgo;t dsZ%i“ﬁg;asr;ug.zgf;hﬁvgg
care should be exercised when trying to ‘join’ the MLS UTH ' w

. ; their values are greater than the ‘initial guess’ (quoted in
dataset to stratospherieB observations (e.g., from MLS), 4 : 0 . .
especially where the 147 hPa level is in the stratosphere. Tht € Level 2 UTH file) minus 5%RHi, and the magnitude of

: S 0 0 .
values in Table 7 only apply to v5 UTH for data taken beforet eir ungertamtles (regardless of sign) is less than 110 %RHi.
June 16, 1997. Even with this screen, data at the 464 and 316 hPa levels

are expected to have a dry bias for humidities greater than
50 %RHi. However, information about the atmospheric mor-
phology in these regions should still be useful.

Care should be taken when converting the MLS data from
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Table 7. Estimated resolution, precision, and accuracy of MLS v5 UTH.

Pressure Typical vertical Global 38-30CN 30°-60°(S and N) 60-81°(S and N)
resolution Precision Accuracy Precision Accuracy Precision Accuracy Precision Accuracy
/ hPa /km | %RHi ! %RHi | %RHi ! %RHi | %RHi ! %RHi ! %RHi | %RHi
147 3-4 24 26 37 39 11 11 30 27
215 3 11 25 17 23 5 24 21 33
316 3 9 25 7 23 10 24 14 38
464 3-6 20 52 22 64 26 50 21 45
Table 8. Differences between ‘205-GHz only’ and standard v5 UTH for several 1996 days.
Pressure Global 3G-3CN 30°-60°N 60°-81°N
/hPa | %RHi 1% | %RHi 1% | %RHi 1% | %RHi 1%
147 -23 -52 —56 -4 -60 -9 -74
215 -4 -13 0 -6 -34 -6 -62
316 -7 -20 —4 -7 -13 —14 -29
464 0 0 3 22 0 0 -7 -17
relative humidity to mixing ratio. As discussed in more de-
P r— R tail in Read et al[2001], the temperature data used for the

801
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conversion should be that planned for use in subsequent sci-
entific analyses, rather than the NCEP/UARS climatology
data used in the retrieval, as the latter could introduce biases.

10. Ozone from 205-GHz Radiometer Data

UARS MLS ozone data from the 205-GHz radiometer
(03_205) have been obtained over the lifetime of the instru-
ment (with very limited data from 1998 to 2001), whereas
the 183-GHz radiometer ozone3(_183) data ended at the
mid-April 1993 failure of that radiometer. We have there-
fore never combined these two retrievals, and discuss them
separately. This is also convenient because we recommend
03_205 for studies of stratospheric ozone g_183 for
studies of mesospheric ozone, given the better sensitivity
(stronger line) for th@3_183.

Information on v33_205 data is in the MLS ozone val-
idation paper [roidevaux et al. 1996] and inCunnold et
al. [1996a,b]. MLS v4 data quality and related studies have
been presented iHarris et al. [1998] andCunnold et al.
[2000]. The various data versions have also been described
in the MLS ‘Data Quality Documents’ available on the MLS
web site fittp://mls. jpl.nasa.gov) and distributed by
the GSFC DAAC.

Here, we summarize the changes that occurred for the v5
03_205 data and give estimates of v5 precision and accu-
racy, using comparisons with Stratospheric Aerosol and Gas

Figure 4. A comparison of UTH data taken over ten selectedExperiment Il (SAGE II) version 6.1 data and other reliable
days given in section 6.4, processed with the ‘standard’ proezone datasets.
cessing (x-axis) and the ‘R2 only’ mode (y-axis).
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10.1. Changes in Algorithms for v5 205-GHz Ozone 80S - 70S Zona Mean O3 205 Data
L L L B

The main change in vB3_205 is the use of a finer re-
trieval grid (see Introduction) below 0.1 hPa. While the finer
retrieval grid can lead to better vertical discrimination, it
also generally leads to somewhat poorer precision. Except
at 100 hPa where the precision is better than v4, v5 strato-
spheric ozone data are generally noisier than v4 data (typical
precision is 0.3 ppmv rather than 0.2 ppmv). Better meso-
spheric precision is obtained in v5, largely because of more
precise tangent pressure estimates. The recommended verti-
cal range for use of vB83_205 extends from 100 to 0.2 hPa.

The v5 algorithm for setting the value of the quality flag

) N W
(6] o o
oAHH‘\\H‘HH‘H\\‘HH‘\\H‘HH

Mixing Ratio / ppmv
= N
[(6)] o

=
o

zone

O
© o
o w

T T T T N S TS A R M M
‘QUALITY_03_205 (which helps to screen bad data) was 10 20 30
-o- P Day since August 13, 1992

modified from that of v4 because of changes in Restatis-
tic describing the fit to the radiances. The y5statistic for
this band is somewhat less correlated with anomalies in the

retrievedd3_205 values than in v4. More records in v5 data Figure 5. Zonal mean (896 to 70'S) ozone changes during

45:HHmm\Humummumuu

have been 'assigned quality flag va]ues Iesg than 4 (indicajy, August 14 to September 20, 1992 time period, based on
ing bad radiances or bad radiance fits) than in v4. Except fOMLS 03_205 retrievals for v5 (solid lines) and v4 (dashed
unusual months, this parameter, together with the other gerh'nes). MLS retrievals for 100 and 46 hPa are shown. Stan-

eral criteria for selecting ‘good}3_205 retrievals, discards dard errors in these mean values (averages of about 100 pro-
about 2% of v5 data, compared to about 1% for v4. Thus infiléas) are roughly 0.04 to 0.08 ppmv

some cases, individual profiles that passed the recommende
quality control measures in v4 will be screened out using the
same procedures with the v5 data, even though the retrieveld 1 ppmv). In the polar regions, lower stratospheric dif-
profiles do not appear obviously bad. ferences (not shown in the table) are generally smaller than
A factor that seems to contribute to the increased numbethe midlatitude differences (the decrease from v4 to v5 at
of poor quality profiles is that v5 retrievals use radiances100hPa is often only 10 to 20%). Polar v5 values are about
down to 150 hPa, which can lead to more contamination by2% larger than the v4 values at 10hPa, and typically 5 to
clouds, especially in the tropics. Indeed, we find that thel0% larger at 0.46 hPa; at other pressures, differences in the
spatial distribution of flagged (poor quality) profiles appearspolar regions are similar to those listed for midlatitudes.
to correlate with regions of upper tropospheric convection The above changes have a strong systematic component,
and with cloud ice; these profiles generally show oscillatoryremaining fairly constant through the years. Linear trends
behavior in the lower stratosphere, with negative values abf the differences between the two data versions (for late

68 hPa and excessively large values at 100 hPa. 1991 to mid-1997) give slopes generally well within 0.2%/yr
(with little statistical significance). V5 ‘trends’ are slightly

10.2. Comparison of Different Data Versions for larger than v4 between 22 and 2 hPa; somewhat larger differ-

205-GHz Ozone ences (up to a few %/yr) exist at 46 and 100 hPa. The over-

Table 9 provides average differences between205 all agreement in ‘trends’ between MLS and SAGE Il data

data versions. Separate comparisons are made for diﬁeﬁg'ﬁ'cussid by:lénnqlcri]_et Iill.[ZOOO]k))ShOl}Hd rﬁmaln_essen-d
ent latitudinal conditions, as noted in the table, for the firsttla y unchanged (within the error bars) for the main perio

10 full UARS months (essentially for October 1991 throughOf MLS measu_rements; some _addltlonal .d'SFUSS'On of tem-
September 1992). Because v4 (and v3) retrievals were pef—oral changes in MLS/SAGE d|f_ferences is given below, but
formed only on the even UARS surfaces, only the differ- °"9-term trends are not the main focus here.

ences on these surfaces are tabulated. V5 data exhibit an The vertical profile of the v5 ozone rate of decrease dur-
overall decrease from v4 of 1 to 3% between 10 and 2 hpa{pg Antarctic ozone hole conditions is different from v4.
with a 5 to 10% increase at 1hPa. The lower stratospherEigure 5 shows the zonal mean ozone changes fof 80
shows the largest differences, particularly in the tropics;70°S at 46 and 100 hPa for the time period from August 14
v5 values are systematically larger than v4 at 46 hPa (by° September 20, 1992. While the sum of the mixing ratios
about 0.5 to 1 ppmv) and smaller at 100 hPa (by about 0.%t these two levels does not change much between the two
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data versions, the v5 retrievals yield more of a decrease at
100 hPa and less at 46 hPa. The v5 changes shown in this
figure are very well reproduced by the independent183

v5 retrievals, although those values (not shown) are larger
by about 0.2 ppmv. Ozone changes are small at lower pres-
sures (and zonal mean values are roughly constant at 22
and 10 hPa during this time period). The south polar win-
ter ozone variations shown here for 1992 are very similar
to those measured by MLS for the “®to 60S latitude

bin at 100 hPa, but the 46 hPa total ozone decrease in the
latter latitude range is about a factor of two small&¥u

and Desslef2001] have found that the ozone rates of de- 0.1[ I \
crease based on MLS data in the Antarctic polar winter (for
1992, 1993, and 1994) agree well with calculations based
on the MLS CIO measurements (see dldacKenzie et al.
[1996]). The results ofMu and Desslef2001] applied to

v4 MLS data interpolated to 465K potential temperature.
Their main conclusion regarding agreement between mea
sured and modeled rates of ozone decrease would remain es-
sentially valid if MLS v5 data were used, because although
v5 data yield a 25% smaller ozone decrease at 465K, re- : ‘
ductions in MLS CIO lead to a similar change in the mod- 04 /_\'SéageOZone%?ﬁaence/pgﬁv 04
eled ozone decrease (J. Wu and A. Dessler, private commu-

nication, 2001). MLS ozone comparisons with McMurdo i A A
ozonesonde data for August-September 1992 (not shown) I

Pressure/ hPa

L Lat. bin  Symbol
confirm that the slower decrease in v5 data at 46 hPa is very A SON-8ON &
similar to the observed decrease for the ozonesonde dataanf | 505-805 A ]
agrees better than does v4 data; also, ozonesonde values & ON-50N e
100 hPa show a small decrease that is consistent with v5 val-@ 205-508 o ]
ues, but not with v4 abundances, which are too large and® 30S-30N X

actually increase during this time period.

Changes from va to V5 MLS ozone data for the ArCtiC 100;\””””\””\”\\\mum\Mmum\umuu;
winter are typically not as large as those shown above for 20 .10 0 10 20 30 40
Antarctica (and the two data versions tend to track each other Average Ozone Difference/ %
better).

10.3. Validation of v5 205-GHz Ozone Figure 6. Average ozone differences between MOS_-

] . 205 and coincident SAGE I profiles for the time period
10.3.1. Comparison of 205-GHz Ozone Data with 1995.1996 (top panel for ppmv, bottom panel for percent
Other Datasets We now discuss how the v5 MLE8_205 jiterences) over different latitude ranges given in legend of
data compare with a few other ozone datasets, mainly thgtom panel. Differences are MLS (v5) minus SAGE II

SAGE |l version 6.1 results. The SAGE Il data have beenersion 6.1) values (and percent differences are relative to
used extensively in the past and compare quite well withgagEg | values).

accurate ozonesonde profiles ($éaris et al. [1998], for
example, for comparisons based on version 5.96 SAGE Il
data). We have analyzed average differences between these
versions of MLS and SAGE Il data by combining coincident
profiles (profiles within 2latitude, and 12longitude, and

for the same day) for various latitude bins and time periods.
Average results from the time period 1995 through 1996 for
various latitude bins are shown in Figure 6. These years have
much smaller potential impact from the Mt. Pinatubo vol-
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Table 9. Average differences betwe@3_205 data versions.

Pressure v5/v4 Differences v5/v3 Differences
GlobaP Tropical Midlatitude® Global

/ hPa / ppmv /% / ppmv 1 % / ppmv 1% / ppmv 1%
0.46 0.0 0 —-0.05 -3 0.0 0 -0.03 -2
1.0 +0.2 +7 +0.3 +10 +0.2 +6 +0.1 +3
2.2 -0.1 -2 -0.1 -2 -0.1 -2 -0.2 -3
4.6 -0.1 -1 0.0 0 -0.1 —2 -0.2 —2
10 -0.1 -1 -0.3 -3 0.0 0 -0.3 -3
22 -0.1 -1 -0.2 -3 -0.1 -1 -04 -6
46 +0.6 +37 +1.1 +300 +0.5 +20 +0.2 +9
100 -0.5 -53 -0.9 -82 -0.4 -41 -0.1 -15

aBased on~400,000 profiles from all latitudes for the first full year of data (October 91 through September

92).
2’Based on~60,000 profiles from 106 to 10N for the first full year of data.
CBased on~25,000 profiles from 35to 45°N and 35 to 45°S for the first full year of data.

canic aerosols on SAGE Il retrievals than earlier years and
still contain a significant amount of MLS ozone data. Other

T T T T T T T T T T T T years are discussed below and do not change the first-order
| results regarding systematic differences. Our comparisons

30S-30N V5 | include SAGE Il profiles from both sunset and sunrise oc-
30S30N V4 | cultations. We have screened SAGE Il data discussed in this

paper for (‘transient’) poor quality profiles by omitting all

| profiles with error bar larger than 10% of the ozone abun-
30N-50N V4 dance in the mid- to upper stratosphere (per a recommenda-
tion by R. Wang, private communication, 2001).

The average agreement between SAGE Il and MLS pro-
files is generally within 0.15 ppmv for pressures larger than
10 hPa and within 0.3 ppmv elsewhere, or typically within
5% overall. The largest percentage differences are observed
at low latitudes for the lowest MLS retrieval point (100 hPa),
with MLS abundances there larger than SAGE Il by over
30% (see the 3®B—-3CN latitude bin results in Figure 6 for
1995 through 1996). It is difficult to collect enough inde-
pendent data in the tropics to categorically ascertain the rela-
tive merits of SAGE Il and MLS lower stratospheric profiles
. ] compared to ozonesondes (the most reliable tropical data

B _ source having a significant number of ozone profiles). The
L1 MLS v5 profiles agree significantly better than v4, both in
-1.0 _%\?erage Ozone%?ﬂermce/ ppr%\? 10 comparison to SAGE Il profiles and to ozonesonde datasets
(see below). MLS v4 differences with SAGE Il coinci-
dent profiles are compared to the differences for v5 (during
1995-1996) in Figure 7. V5 shows a significant reduction
Figure 7. Average ozone differences (ppmv) for both MLS in the average difference with SAGE II, particularly at low
03_205 v5 and v4 retrievals versus coincident SAGE Il ver- latitudes in the lower stratosphere. In general, v5 mid- to
sion 6.1 profiles over two latitude ranges (see legend) duringipper-stratospheric ozone retrievals are slightly larger (by
the 1995-1996 time period. The discrepancies that occurrednly a few percent) than the SAGE Il (version 6.1) values.
primarily because of poorer v4 MLS data quality in the lower This small offset has decreased slightly from v4 MLS and
stratosphere, especially at low latitudes, have been largel@AGE Il (version 5.96) comparisonslrris et al,, 1998].

removed by using v5 MLS data. Abundance differences are At pressures less than 1 hPa, percentage differences be-
calculated as MLS minus SAGE Il values.

30N-50N V5 |

Pressure / hPa

101~

100
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tween the two datasets increase; this altitude range includes
diurnal variability issues along the occultation ray path for
SAGE Il observations, so we are not surprised to see larger
differences there (where we are not comparing quite the
same quantities and accurate modeling would be needed to
reduce this source of uncertainty). The total number of co-
incidences during 1995-1996 is about 650 for the high lati-
tude bins and 1200 at low latitudes, but these numbers drop
significantly for the lowest pressures reported for SAGE Il
data (0.1 hPa); also, the uncertainty for both measurementsis
larger at these pressures. However, these factors alone prob-
ably can not fully account for the observed 10 to 20% differ-
ences (or more) in average lower mesospheric profiles; these
differences can change sign depending on whether SAGE Il
sunsets or sunrises are used, but no clear pattern emerges
from the studies performed so far. We have illustrated in
Figure 7 the MLS and SAGE Il comparisons up to 0.22 hPa
only, but we see no strong reason to degrade the MLS ac-
curacy estimates for the lower mesosphere, compared to the
upper stratosphere. With sufficient averaging of the MLS
profiles, there is probably useful information at pressures
less than 0.22 hPa, but we conservatively use 0.22 hPa as an
upper limit.

Plate 1 shows monthly mean differences between MLS
v5 and SAGE Il version 6.1 coincidences from October 1991
to June 1998 for different latitudes and pressures. Larger dif-
ferences occur in the lower stratosphere (68 hPa), primarily
before 1993; the largest mean differences are in the tropics,
as high as 22 hPa (see middle panel). While the Mt. Pinatubo
aerosol had an impact on the SAGE |l retrievals (€em-
nold et al.[1996b]), and a number of SAGE Il measure-
ments are flagged (or not retrieved) because of these ef-
fects, it seems that there are still aerosol-related effects at
most latitudes (for pressures larger than about 15hPa) on
some of the remaining (unflagged) SAGE Il version 6.1 pro-
files; we do not see such a time-dependent effect in MLS
versus ozonesonde comparisons. Also, it is likely that the
increase in scatter after mid-1997 in Plate 1 comes from
the changeover to a different MLS operational and retrieval
mode (and to the lack of MLS profiles). Apart from these
effects, the MLS and SAGE Il ozone retrievals track quite
consistently through most of this nearly 7-year time period.
There are significantly fewer coincidences at latitudes higher
than 60 (north or south), but nothing abnormal appears in
those differences (not shown here).

There are also significant improvements (over v4) in

MLS v5 and SAGE Il version 6.1 coincident ozone profiles; the agreement between v5 MLS profiles and tropical
differences are calculated as MLS minus SAGE mean Va|ozonesonde data from Ascension Island and Brazzaville.
ues. Six 20 wide latitude bins are shown, see |egend in Figure 8 shows much smaller differences between MLS v5
center panel; pressure levels are 2.2 hPa (top panel), 22 hR&ad these ozonesonde averages (typically less than 0.1 ppmv
(center panel) and 68 hPa (bottom panel).

for the average of about 25 total available coincidences for
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Figure 8. Average differences between MLE_205 re- ) ) ) )

trievals and coincident ozonesonde profiles from the tropicafigure 9. Time series comparison of 46 hPa ozone abun-
sites Ascension Island (circles) and Brazzaville (trianglesyd@nces from ozonesonde data (open circles) taken above As-
for late 1991 and 1992; open symbols are for v4 and close§€nsion Island in .1991 and 1992 with coincident (within
symbols are for v5. Differences are MLS minus ozonesondé" latitude, 12longitude, same day) MLS vB83_205 val-
values. There were 25 matching pairs of coincident profile4/€S (dots). Estimated precision is about 0.25 ppmv for MLS
for Ascension Island and 24 for Brazzaville. Error bars giveValués and better than 0.1 ppmv for the sonde data.

the standard errors for these average differences.

years of data) indicate average differences of about 5% or

late 1991 through 1992) than for v4. V3 data, not shown'?ss for pressures less than or equal to 46 hPa,_a_s shov_vn in
here, are also in poorer overall agreement than v5. Th&igure 10. In the Iovyer stratosphe_re, where mixing ratios
v3 data also tend to have lower values at 46 hPa than the2n be small, the typical average differences between MLS
ozonesonde data for the time period prior to June 1992nd sondes are0.25 ppmv or less for 68 hPa, and less than
[Froidevaux et al. 1996]. This is no longer true for Ascen- 0-15 ppmv for 100 hPa.

sion Island, as shown in Figure 9, nor for Brazzaville (not Based on the totality of the above MLS ozone compar-
shown here). The MLS v5 ozone values between 46 andsons with SAGE Il and ozonesondes, we find a small posi-
10 hPa are larger than tropical ozonesonde valuestip2,  tive bias (2 to 4%) in the vB3_205 data for mid- to upper

well within the expected combined accuracies (of order 5%) stratospheric regions. This offset is within the combined ab-

One possible source of differences between SAGE andolute errors and is therefore of marginal significance. The
MLS profiles at low latitudes is the positive bias introduced TaPle Mountain lidar data do not support such a bias in MLS
in MLS ozone data at 100hPa by the presence of dens@ata (or even the sign of this bias). Time series comparisons
cloud. Not all the profiles affected by clouds have beenbetween MLS and correlative data give excellent agreement
flagged as ‘bad’ by the v5 software, and the amount of biadnot shown here for brevity) over seasonal ozone variations
introduced by cloud remains to be quantified. Another possi©f UP t0 a factor of two. The remaining average offset for
ble source of SAGE/MLS differences are the (small) inaccu-h€ mid- to upper stratosphere is essentially as good a re-
racies in the SAGE Il profiles. Average differences betweerPUIt as one can expect. However, larger percentage uncer-
MLS ozone V5 values and those obtained by the Jet Propuf@inties (random and absolute) exist for the MLS data at 68
sion Laboratory’s UV photometer instrument, during a serie2nd 100hPa, with ‘@” accuracies estimated conservatively
of 8 midlatitude balloon flightsfroidevaux et al.1996], are &t @bout 0.25 ppmv or 15% (whichever is larger) for 68 hPa
within 2% for pressures between 68 and 22 hPa, well within@nd 0.1 ppmv or 15% (whichever is larger) for 100 hPa. The
the combined accuracies. MLS values are about 4% large}!LS V5 0zone values at 68 and 100 hPa appear to be system-
than the photometer data at 15 to 5 hPa, consistent with thgtically larger than ozonesonde values by about 10—15%.
offset between MLS and SAGE Il profiles in this region. 1he MLS/SAGE Il comparisons give smaller average dif-
Other comparisons for several different 0ozonesonde sites arf§rences, which would imply that the SAGE |1 version 6.1

for a larger number of 0zonesonde coincidences (about fiv¥alues are slightly larger than the ozonesonde data in at least
parts of the lower stratosphere. MLS v5 precision and accu-
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pressures of 68 hPa (dots) and 0.68 hPa (crosses). Vertical
lines indicate the start of single radiometer mode in June 15,

Figure 10. Average differences (top panel: mv, bottom . .
d g (top p Pp 1997, and the bad scan slip period on June 29, 1998.

panel: percent) between MLS \#_205 and various sets
of coincident correlative profiles covering about 5 years or
more: ozonesonde data from O(_:tober 1991_ through 1996, 4nilin et al.[2001], the MLS values are up te12% larger
for Hilo (20° N, 132 matched profiles, open circles), Boul- yha those from the Polar Ozone and Aerosol Measurement
der (40 N, 70 matches, closed triangles), Uccle(80 126 (poam) 111, and also those from POAM [INlanney et al.
matches, dots), Payerne (44, 201 matches, open trian- >001]. Manney et al[2001] compared MLS v5 ozone fields
gles), and Lauder (4%, 103 matches, closed squares), andy 5 variety of other satellite data sets (mean values as a func-
lidar data from October 1991 through April 1996 for Table {jon of equivalent latitude as well as averaged coincidences)
Mountain (34 N, 289 matches, open squares). Error barsg,, November 1994; good agreement (often withiB% in
give the standard errors for these average differences. Cgpe upper stratosphere, and 0.25 ppmv in the lower strato-
incidences were Qefineq as having latitude differences 'es§phere) was typically found in the morphology and abso-
than 2.3 and longitude differences less tharf12 lute values. MLS values tend to be slightly on the high side
of these average comparisons, although, based on the larger
racy estimates are summarized below in section 10.4. number of intercomparisons discussed here, we believe that
a bias of no more than a few percent can be attributed to the

Danilin et al. [2001] used trajectory calculations to in- MLS results themselves, except at 68 and 100 hPa.
crease the number of matches between MLS and other mea-
10.3.2. 205-GHz Ozone after June 15, 1997The ap-

surements during the northern winter of 1999/2000 (pole-

ward of 50N). Their results agree with those presented herePendix summarizes significant changes in MLS operation

and yield v5 MLS ozone average values a few percent IargeﬁDr the entire MLS mission. A major change was the ces-

than those from SAGE II, although in most cases the dif_sation of 63-GHz observations, as described in section 6.4.

ferences are statistically consistent with zero. Based ofYILS 0zone data have been scrutinized for any degradation
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or discontinuities that may be tied to this deactivation or sub-especially in the tropics where the abundances are low; the
sequent antenna scan slip problems; these slips led to signifMLS 68-hPa data have an accuracy of 15% or 0.25 ppmv,
cantloss of MLS data from mid-1998 through 1999. Regard-whichever is larger, and 15% or 0.1 ppmv for 100 hPa. Ta-
ing the changeover to operations using radiometer 2 onlyple 10 gives these v5 accuracies 6@r_205, along with the
(after mid-1997), we have performed software tests with re-estimated vertical resolution and typical single-profile preci-
trievals not using 63-GHz radiances, for days of normal op-sion. These precisions are Yalues, based on the minimum
eration. These tests indicate that, for pressures less thanonthly individual profile variability for 8S to N during

40 hPa, retrieved ozone values are within a few percent of théhe first 10 full UARS months of the MLS mission (October
standard retrievals. For 46 to 68 hPa, values are typically 4991 through September 1992). As discussed previously,
few to 10% larger than in the standard case, and for 100 hPdhe estimated uncertainties in tbe_205 data files should
the test values are smaller than in the standard case by abdu¢ multiplied by the values given in the fifth column of Ta-
0.1to 0.2 ppmv. There are indications that such small shiftdle 10 to obtain the best estimate of precision.

do indeed exist after the actual transition from normal oper-

ations to single-radiometer mode, based on time series plots0.5. Known Artifacts and Systematic Effects in v5

not shown here. Nevertheless, the MLS data from mid-199205-GHz Ozone

through mid-1998 are consistent overall with previous years’
data, within a few to 10%; the same seems to hold for the
late July 1999 Antarctic data, the February/March 2000 data
(obtained at high northern latitudes only), and the August
18-25, 2001 data.

1. A small positive MLS offset, of order 2 to 4% on
average, is observed in average comparisons of v5
03_205 MLS data versus ozonesonde profiles in the
mid-stratosphere and SAGE Il values in the mid- to
upper stratosphere. This is within the accuracies we

The mid-1998 to 1999 time period, when significant loss expect from the data sets, although not in accord with
of data occurred because of scan slips, seems particularly af- 5 gimjlarly small, but negative offset between MLS
fected in terms of data quality as well. Figure 11 shows that and Table Mountain Facility lidar data in the mid-
MLS zonal mean ozone data (shown for3do 20'S) dur- to upper stratosphere. At pressures near 68 hPa, the
ing this time period are noisier than in the preceding years MLS values are~10 to 15% larger than ozonesonde
for both lower (68 hPa) and upper (0.68 hPa) stratospheric data, although the magnitude of the offset in this re-
levels. During this time period, the estimated ozone un- gion is less than 5 to 10% if one compares MLS v5
certainties show more extreme values (and scatter) as well.  \ith SAGE 11 V6.1 data (during 1995-1996).

While these examples demonstrate some of the more ob-

vious manifestations of poorer data quality because of the 2. The uncertainties in tr&_205 Level 3A files overes-

significant antenna scan slips during this time period, most timate the actual precision of the measurements. Un-

other zonal means show smaller degradation. certainties in the MLS data files should be multiplied
Based on the loss and degradation of MLS data after mid- Dy a factor of 0.6 to 0.9, depending on altitude (see

1998, we do not recommend using this time period as partof ~ Table 10 and section 6.1).

trend analyses, even if the ozone abundances appear reason- )

able to first-order. The time period from mid-1997 to mid- 10.6. Caveats in Use of v5 Q205

1998 yields seemingly ml_Jch better results, but some caution | The profiles in the Level 3A files extend from 464 hPa

should apply for this period as well. Although fewer pro- to 0.00046 hPa; however, only values from 100 hPa to

files are flagged based on poor radiance fits in the single- g 25 hpa are considered sufficiently reliable for gen-

radiometer mode, changes to the radiance fitting diagnostics eral use in scientific studies using individual profiles.

should probably also have been made in order to optimize Averaging (e.g., zonal mean) can be used to obtain in-

the profile rejection algorithms after mid-1997. formation for pressures lower than 0.22 hPa.
10.4. Vertical Resolution, Precision, and Accuracy of v5 2. The Level 3 ‘parameter files’ should be examined and
205-GHz Ozone only profiles withMMAF_STAT = ‘G’, ‘t’, or ‘T’ and

QUALITY_03_205 = 4 should be used for scientific
studies. Profiles wittMMAF_STAT set to T’ (which
occurs quite infrequently) may have slight biases at
pressures larger than or equal to 46 hPa.

Our estimates ofi3_205 accuracy are based on the dis-
cussion in section 10.3. For most of the stratosphere (from
0.46 hPa down to 46 hPa), this accuracy is estimated at 6%
or better, at the 95% confidence &P level. Despite im-
provements in the lower stratosphere, there are remaining 3. Only data having positive estimated uncertainties (the
limitations that do not allow for such good accuracy there, ‘quality field’ in Level 3A data files) should be used.
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Table 10.Estimated Vertical Resolution, Precision and Accuracy of5205.

Pressure Vertical Estimated Precision Estimated
resolutior? precision rati® accurac§
/ hPa [ km / ppmv 1%
0.22 6 0.4 35 0.6 6%
0.32 8 0.35 25 0.6 6%
0.46 5 0.35 20 0.6 6%
0.68 4 0.3 12 0.6 6%
1.0 5 0.3 10 0.6 6%
15 5 0.3 7 0.7 6%
2.2 4 0.3 5 0.7 6%
3.2 4 0.3 4 0.8 6%
4.6 4 0.3 4 0.8 6%
6.8 4 0.3 4 0.8 6%
10 35 0.3 4 0.8 6%
15 35 0.3 4 0.9 6%
22 35 0.3 5 0.9 6%
32 35 0.3 8 0.9 6%
46 35 0.25 10 0.7 6%
68 4 0.25 20 0.6 max. of 0.25 ppmv or 15%
100 4 0.4 >50 0.7 max. of 0.1 ppmv or 15%

aAs defined in section 6.2.
Data file uncertainties should be multiplied by these numbers to obtain a better value fos ttentjle
profile precision (see text).
€ Accuracies quoted here represent roughly a 95% confidence leveMaRes).

4. These quality control measures do not always filter oufor the vertical range up to 0.01 hPa, with no attempt at spe-
large & 50) ‘spikes’; such occasional anomalous re- cial studies for higher altitudes, where the v5 retrievals show
trievals can be identified by inspection and removedincreasing (and larger than 50%) a priori contribution.

on an individual basis.
11.1. Changes in Algorithms for v5 183-GHz Ozone

. The main changes in V&3_183 are the use of a finer re-
11. Ozone from 183-GHz Radiometer Data trieval grid (see Introduction) below 0.1 hPa and the use of
Information on data quality and characteristics of previ-2n iterative retrieval for this band, as discussed in section 4.
ous versions ob3 183 is in the work ofFroidevaux et al. 1 he retrieval grid change also leads to somewhat poorer esti-
[1996] andRicaud et al.[1996]. The data versions have mated precision,' exceptin thg lower stratosphere, where the
been described in the MLS ‘Data Quality Documents’ avail-Us€ of more radiances than in v4 and the improvements in
able on the MLS web sitehgtp: //uls. jpl.nasa.gov). tangent pressure precision ou_twelgh thls_ effect. Also, new
The previous software changes led to a typically small devalues were deduced_for the 5|dek_)and ratios and_ozone spec-
crease (by less than 5 to 10%) in the v4 mixing ratios, Com_tral_parameters for this band. This was done using off-line
pared to v3 data, whereas the V5 values are now typicalljétrievals of these parameters along vii# 183 from zonal
increased somewhat over the v4 data. Here, we briefly sunin€an radiancesumphrey and Bhler, 2000].
marize the changes that occurred for the0& 183 data,
and give our estimates of v5 precision and accuracy. Thi
ozone dataset remains the recommended MLS dataset fdf=-CHz Ozone
mesospheric ozone, but tX8_205 MLS data set is still Table 11 shows average differences between the three
recommended for the stratosphePeimphrey and Harwood  data versions for ML®3_183. V5 03_183 data exhibit an
[1997] have shown that the raw 183-GHz ozone radiancegyerall increase from v4 of about 5 to 10% (and occasion-
contain useful information and realistic signals up to abouta"y 20%) in the upper stratosphere and lower mesosphere.
90 km (roughly 0.002hPa), but mixing ratio retrievals are 5 values also show a small (5 to 10%) decrease versus v4
limited by uncertainties in tangent pressure, temperatureyajues at 22 hPa, but a more significant increase at 46 hPa
and vertical resolution (which is of order 10km at upper (especially in the tropics); v5 values in the polar stratosphere
mesospheric heights). Retrievals of ozone are discussed hef@low 10 hPa are generally slightly smaller than the v4 val-

d1.2. Comparison of Different Data Versions for
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Table 11. Average Differences Betwed8_183 Data Versions

Pressure v5/v4 Differences v5/v3 Differences
GlobaP TropicaP Midlatitude® Global

/ hPa / ppmv | % / ppmv 1 % / ppmv 1% / ppmv 1%
0.046  +0.01 +2 —0.03 -5 —0.05 -7 —0.05 -7
0.1 +0.04 +4 +0.03 +3 +0.05 +5 +0.05 +6
0.22 +0.2 +18 +0.2 +18 +0.2 +20 +0.1 +9
0.46 +0.2 +9 +0.1 +8 +0.15 +8 +0.04 +2
1.0 +0.4 +12 +0.4 +14 +0.4 +12 +0.2 +6
2.2 +0.5 +9 +0.5 +9 +0.5 +9 -0.07 -1
4.6 0.0 0 0.0 0 -0.1 -1 —-0.3 -4
10 +0.5 +6 +0.5 +5 +0.5 +7 +0.5 +6
22 -0.5 -8 -0.4 -6 -0.6 -10 -0.4 -7
46 +0.5 +23 +0.8 +97 +0.4 +15 +0.6 +31

aBased on~400,000 profiles from all latitudes for the first full year of data (Oct. 91 through Sep. 92).
bBased on~60,000 profiles from 105 to 10N for the first full year of data.
CBased on~25,000 profiles from 35to 45°N and 35 to 45°S for the first full year of data.

ues (these differences are not shown in the table).

Figure 12 shows all three versions of th&_183 north-
ern midlatitude mesospheric ozone diurnal cycle discussed
for v3 by Ricaud et al[1996]. For reference, Figure 12 also
displays v503_205, which is noisier than—but in agree-

ment with (within about 10%)—the mesosphefiz_183 2'4§ ] ij# E
data. Changes from v4 to v5 are larger for pressures greater 227 17 E e
than 0.1hPa, mainly because of the finer v5 retrieval grid. & , .- R N
The main conclusions of thRicaud et al[1996] study have g 110 E
not been affected. The amplitude of the diurnal cycle has not 5 1-8§ L , 1 o8f E
changed significantly, and the pressures at which the mod-'§ 160 el 7 060 L]
els shown byRicaud et al.[1996] were in poorer agree- o AL R B S S 4
ment with the MLS data are the same (namely, 0.22 and 'z 14f- 3 1ob o
0.1hPa, where the models predict a significantly larger day- S 125 3 0skz <3
to-nightincrease than is measure)caud et al[1996] also o Lof ey E
showed that ground-based microwave data on mesospheric g-gg 2 04k E
ozone agreed with the MLS results in the lower mesosphere; = S 102k E
ground-based microwave data from Table Mountain (Cali- 02F i3 00FL

0 6 12 18 24 0 24

fornia) were shown to exhibit better agreement with models
than MLS data at 0.1 hPa, but somewhat poorer agreement
at 0.04 hPa. These conclusions are consistent with the newer

v5 MLS data for mesospheri3_183. Figure 12. Comparison of the ozone diurnal variation
o at various mesospheric pressures for different MLS ozone
11.3. Validation of v5 183-GHz Ozone retrieval versions: v503_183 (solid lines), v403_183

Our comparisons of zonal mean differences show thafdashed-dotted lines), v83_183 (dashed lines), and v5
the v503_183 values between 0.46 and 46 hPa are large3-205 (dashed-triple-dotted lines). These plots are for
than then3_205 values by about 2 to 5%, within the com- hourly averages and 4R to 50°N zonal means for October
bined estimated accuracies. Comparisons with SAGE Il datd 991, the same conditions as for Figure ZRafaud et al.
and MLS 03_205 profiles are shown in Figure 13, where [1996].
the MLS 03_183 zonal average profiles (coincident with
SAGE Il profiles, using the same criteria as for 08 205
validation) in 3 broad latitude bins exhibit higher values than
both the MLS03_205 and the SAGE Il profiles. Since

Local Time/ hr
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we have shown in section 10.3 that @5_205 values are

on average a few % larger than several other accurate data

sets,03_183 values are therefore a few % larger yet; this

will be reflected in a poorer accuracy fo8_183 (see sec-

tion 11.4). While the two MLS ozone retrievals exhibit sim-

ilar difference patterns from SAGE II, there are some sus-

picious03_183 features: abundances at 100 hPa are over-

estimated at low latitudes (see panel (b)), and notches in

the profiles appear at higher latitudes (see panels (a) and

(c)) at 22 hPa. Similar artifacts are observed in comparisons 1

(not shown here) of avera@a_183 profiles with coincident

ozonesonde profiles. In addition, zonal mean183 values g

are sometimes negative at 68 hPa. % 10
&

The above discussion shows that we cannot recommend

the use of03_183 data in the lower stratosphere (100 or

68 hPa), and that the quality of this data set is generally = 100
somewhat poorer than that 08_205 in the stratosphere, 1
even if the two sets of profiles typically track each other very
well, especially in the upper stratosphere. Likely reasons for
the poorer data quality @3_183 profiles include our inabil-

ity to use one of the wing channels in this band as a result
of noisy performance and the poorer knowledge of sideband
ratios (calibration) for the 183-GHz radiometer. These is- 1004
sues create limiting factors that the enhanced (iterative) v5 1 oy
retrievals cannot overcome, despite some improvements for

- 80N

AL | et TN e

10

Pressure (hPa)

the lower stratospheric behavior in comparison to v4 data, § | T
which often had values too low at 46 hPa and a less constant g L T i
average offset with height compared with SAGE Il profiles g T .
(even if the v4 offset was smaller). T L 1

Based on upper stratospheric comparison0®{183 1000 T 3 ]

with 03_205 and SAGE Il profiles, we believe that the main 5 . 5 . 5 0 05
issue for MLS mesospherit3_183 is a~5% positive bias; Ozone Mixing Ratio/ppmyv Difference/ppmv
however, relative changes should be represented very well
in that region. Average differences (not shown here) near
0.1hPa of order 20% exist betweea_183 and SAGE Il Figure 13. Left panels show, for different latitudes, a com-
data (which are typically lower than the MLS data), but thereparison of zonally-averaged SAGE Il ozone (crosses) with
are complications in interpreting the comparisons in that reqLS 03_183 (dots) and)3_205 (open circles), for all avail-
gion because of the ozone (diurnal) variations along the rayble coincident MLS and SAGE Il profiles from January
paths sampled by SAGE Il and the fact that the MLS raythrough March, 1993. Right panels give differences (MLS
paths are typically not close to those for SAGE Il. - SAGE I1). The averages are based on roughly 200 to 275
profiles at high latitudes and over 550 profiles at low lati-
11.4. Vertical Resolution, Precision, and Accuracy of vb tudes. Some artifacts in ViB_183 prof"es’ name|y the Sys-
183-GHz Ozone tematically large tropical values at 100 hPa, and the notch at

Table 12 gives the vB3_183 estimated vertical resolu- 22 hPaathigher latitudes, are seen here.

tion, precision and accuracy, obtained in the same manner as
for 03_205. Based on our mid- to upper stratospheric com-
parisons foil03_183, and assumptions of continuity into the
mesosphere, we estimate a conservative absolute accuracy of
10% for03_183 in most of the stratosphere and mesosphere.
Averaged values af3_183 can be used at pressures lower
than 0.05hPa (the top pressure in the table shown here),
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probably up to 0.01hPa or somewhat higher, but we hav . .
not evaluated the data quality at those heights. We recome[able 13. Average Differences Betweerpd Data Versions

mend not using th@3_183 data for pressures larger than pressure v5v104 v5-v104
46 hPa, since its artifacts and accuracy are worse in this re- /hPa / ppmv 1%
gion, particularly in the tropics. 0.0100 +0.51 +29%
0.0215 +0.45 +12%
; ; ; 0.0464 +0.14 +2%
11.5. Known Artifacts and Systematic Effects in v5 0.100 009 1o
183-GHz Ozone 0.147 —-0.04 +0%
N _ _ 0.215 +0.01 +0%
1. MLS03_183 has a positive bias, averaging about5to 0.316 +0.04 +0%
10%, based on comparisons with thed& 205 data, 8'3211 *8-8% +8g§0
. . . —0. +0%
as We_II as ozonesonde profiles and SAGE Il valuesin 7 5 40.08 1%
the mid- to upper stratosphere. 1.47 +0.36 +6%
2.15 +0.22 +4%
2. Values are too large at 100hPa at low latitudes and 3.16 +0.45 +9%
; 4.64 +0.33 +7%
negative averages occur at 68 hPa. 681 4060 13%
. . . 10.0 0.50 12%
3. There are also_ some pervasive n_otches in the profiles 71,7 10.34 18%0
at 22 hPa, at high latitudes in particular. 21.5 +0.30 +7%
31.6 +0.68 +16%
4. The uncertainties in tH&8_183 Level 3A files overes- gg-‘ll +8'4312 +182°$
timate the actual precision of the measurements. For ~ 10'23 16%(’

best estimates of precision, uncertainties in the data
files should be multiplied by 0.3 to 1.0, depending on

altitude (see Table 12 and section 6.1). version 4 has been released, followed by a development pro-

totype known as version 104. The latter was a retrieval of
stratospheric water vapor only and was produced to demon-
1. The profiles contained in the Level 3A files extend strate the possibility of retrieving MLS data on a grid with 6
from 464 hPa to 0.00046 hPa; however, only valueslevels per pressure decade. It rapidly became clear that ver-
from 46 hPa to 0.046 hPa are considered sufficientlysion 104 was a much better data set than was version 4 and it
reliable for general use in scientific studies (althoughhas gone on to be used in a number of scientific studies. The
some information exists in average values at lowervalidation of version 4 and 104 water vapor is described in
pressures). Pumphrey{1999]. Because version 104 is already validated
) ) and has been widely used, this section documents the dif-
2. The Level 3 ‘parameter files’ should be examined andkgrences between version 5 and version 104. Some of these
only profiles withMMAF_STAT = *G’, *t’, or 'T" and jferences are discussedPumphrey et alf2000].
QUALITY_03_183 = 4 should be used for scientific

studies. 12.1. Changes in algorithms for v5 HO

3. Only data having positive estimated uncertainties (the  The relationship betweenJ® mixing ratio and radiance
‘quality field’ in Level 3A data files) should be used. is somewhat nonlinear, so an iterative retrieval is used, as de-
. ) scribed in section 4.4.3. In addition, the sideband ratios and
4. These quality control measures do not always filter ou& ; )
he pressure broadening and shift parameters for the water

large & 50) ‘spikes’; such occasional anomalous re- : .
trievals can be identified by inspection and removedvapor line were changed to values retrieved from the mea-
y Insp sured radiance$umphrey and Bhler, 2000].

on an individual basis.

11.6. Caveats in Use of v5 183-GHz Ozone

12.2. Differences between v5 and v10449.

12. Stratospheric and mesospheric water Differences between MLS v5 and v104® are shown
vapor in Table 13. There is a significant break in the table at 1 hPa
— above this the two versions agree to within 0.1 ppmv up to
Version 3 of the MLS stratospherico® product is de- 0.04 hPa while below it, version 5 is about 0.5 ppmv wetter.
scribed and validated Hyahoz et al[1996]. Since that time,
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Table 12.Estimated Vertical Resolution, Precision and Accuracy of%5183.

Pressure Vertical Estimated Precision Estimated
resolutior? precision rati® accurac§
/ hPa [ km / ppmv 1%
0.046 6 0.2 )] 0.5 max. of 0.1 ppmv or 10%
0.068 6 0.15 q) 0.4 max. of 0.1 ppmv or 10%
0.1 6 0.15 )] 0.4 max. of 0.1 ppmv or 10%
0.15 8 0.15 )] 0.3 max. of 0.1 ppmv or 10%
0.22 5 0.15 10 0.3 10%
0.32 7 0.15 10 0.3 10%
0.46 35 0.15 8 0.4 10%
0.68 35 0.2 8 0.7 10%
1.0 4 0.2 6 0.7 10%
15 35 0.2 5 0.7 10%
22 35 0.25 4 0.9 10%
3.2 35 0.25 4 0.8 10%
4.6 3 0.3 4 1.0 10%
6.8 3 0.3 3 1.0 10%
10 3 0.3 3 0.9 10%
15 3 0.3 4 1.0 10%
22 3 0.3 5 1.0 10%
32 3 0.25 6 1.0 15%
46 35 0.2 8 0.9 20%

aAs defined in section 6.2.
Data file uncertainties should be multiplied by these numbers to obtain a better value fos ttentjle
profile precision (see text).
CAccuracies quoted here represent roughly a 95% confidence leveMafies).
dat pressures lower than about 0.2 hPa, day/night differences in 0zone become significant enough that absolute
(ppmv) precision becomes the most convenient quantity to use.

12.3. Estimated vertical resolution, precision and first of these effects is caused by changes in the antenna tem-
accuracy of vb O perature while the second is caused by the a priori, which
hanges from one calendar month to the next. These effects

Table 14 shows the estimated precision and accuracy oire illustrated in figure 14.

version 5 BO. The precision is calculated as in section 6

from thg vari_ability iq an equatorial latitude bin, overf_ou_r_S— 12.4. Correlative comparisons for v5 BO

day periods in the middle of UARS yaw months. (Variability

within those 5-day periods is considered, not variability be- In this section we compare MLS data to data from two so-

tween them.) The column labeled “Ratio” has the meanindar occultation instruments: HALOEHarries et al, 1996]

explained in section 6. and ATMOS [Gunson et a].1996]. For each profile used
The accuracy is estimated by comparisons with other infrom each of these data sets the difference was taken with

struments, including HALOE (HALogen Occultation Ex- the closest MLS profile for the same day. The two profiles

periment) and ATMOS (Atmospheric Trace Molecule Spec-are typically separated by less thart Iblongitude and 2in
troscopy Experiment), as described below, and also théatitude. The difference was averaged over a number of pairs

Millimeter-wave SpectrometerNedoluha et al.1997] and  tion of the systematic bias between the two instruments. This

a balloon-mounted frost-point hygrometer (FPH). Compar-S Shown in figures 15 and 16 as a.solld line. We glso cal-
isons of version 104 with FPH and WVMS are described inculated a root-mean-square (rms) difference which is shown
[Pumphrey1999] — the comparisons done here for v5 wereln figures 15 and 16 as a dotted line. This will equal the ab-
carried out in the same manner and were consistent with thgelute value of the mean difference if all of the difference is

HALOE and ATMOS comparisons described below. systematic and exceed it if some of the difference is random.

The version 5 data in the lower stratosphere contain ton0 aid this comparison where the mean difference is nega-

types of systematic error which vary on a timescale of day%ve’hthg lgbso_lrur;[e meag. f(: |fferenceh|s slgot\)/v n |fn thg f|.?ure's a? a
to weeks. The timing of these artifacts coincides with the ashediine. Therms direrence should be ot a simiar size to

the root-sum-square combined uncertainties of the two mea-

AR I ith th f cal hs. Th
UARS yaw cycle and with the ends of calendar months esurements, which is shown in the figures as a dot-dash line.
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Table 14.Estimated Vertical Resolution, Precision and Accuracy of MLS y®H

Pressure Vertical Estimated Precision Estimated
resolutior® precision rati® accurac§
/ hPa / km / ppmv 1% / ppmv 1%
0.0100 8.4 0.39 19.3% 0.5 1.03 51.6%
0.0215 6.3 0.31 8.1% 0.5 1.02 26.8%
0.0464 6.1 0.23 4.5% 0.4 1.01 19.4%
0.100 5.7 0.26 4.9% 0.5 1.00 18.4%
0.147 7.5 0.18 3.2% 0.3 0.93 16.4%
0.215 53 0.22 3.9% 0.4 0.87 15.3%
0.316 7.0 0.18 3.1% 0.3 0.83 14.4%
0.464 35 0.18 3.1% 0.4 0.80 14.0%
0.681 3.7 0.19 3.3% 0.4 0.75 13.1%
1.00 4.3 0.20 3.5% 0.5 0.69 12.1%
1.47 3.7 0.20 3.5% 0.6 0.67 11.6%
2.15 3.3 0.16 3.2% 0.6 0.64 12.7%
3.16 3.2 0.15 3.1% 0.5 0.59 12.0%
4.64 3.1 0.14 3.2% 0.6 0.53 11.6%
6.81 3.1 0.14 3.0% 0.5 0.50 11.0%
10.0 3.1 0.13 2.9% 0.5 0.48 10.9%
14.7 3.2 0.12 3.0% 0.5 0.50 12.2%
215 34 0.15 3.7% 0.6 0.52 12.8%
31.6 3.4 0.16 3.6% 0.6 0.51 11.2%
46.4 3.7 0.17 4.0% 0.5 0.50 12.1%
68.1 5.3 0.28 7.5% 0.5 0.75 20.0%
100. 51 0.25 6.7% 0.2 1.00 27.0%

aAs defined in section 6.2.
Data file uncertainties should be multiplied by these numbers to obtain a better value fos tteintjle

profile precision (see text).
CAccuracies quoted here represent roughly a 95% confidence leveMsfies).

12.4.1. HALOE This comparison uses every HALOE the stratosphere and lower mesosphere.
prOf”e for which a co-located MLS prOf”e is available. The In the ||ght of these Comparisons and the systematic er-
results are shown in Figure 15. The MLS v5 profile is rors discussed in section 12.3 we recommend v1§2 be
drier than HALOE in the mesosphere, but wetter than itysed in preference to v5, especially in the lower stratosphere,
in the stratosphere. This behavior contrasts somewhat witfaking note of the v104 dry bias of 0.2-0.5 ppmv. In the
v104, which is uniformly drier than HALOE. On the whole, mesosphere, there is little difference between v104 and v5.
the differences between the two instruments are within the
guoted errors (the dotted line in Figure 15 is inside the dot—ls_ Chlorine monoxide (CIO)
dash line). In the mesosphere the difference is much smaller
than the quoted errors: this is because the error bars supplied Waters et al.[1996], describing validation of MLS v3
with the HALOE data are very large. ClO data, provides background for the material in this sec-
12.4.2. ATMOS ATMOS is a solar occultation instru- tion and a general reference for the MLS CIO measurements.
ment which flew on several space shuttle missions of whichViajor changes from v3 to v4 ClO were: (1) correction of
two occurred during the operational life of the MLS 183- the ‘old’ line strength that was inadvertently used in v3 pro-
GHz radiometer. We have collected all the profiles fromcessing Waters et al.1996], with the expected 8% lowering
these two missions for which a coincident MLS profile ex- of CIO values from v3, and (2) retrieval of HNOwhich
ists and carried out a comparison as described above. Thgan reduce the retrieved values of enhanced lower strato-
results are shown in Figure 16. The ATMOS data used werspheric CIO (in the polar winter vortices) by0.2 ppbv.
version 3, described iMichelsen et al[2002]. More information on the v4 CIO data is in the MLS v4

MLS v5 agrees well with ATMOS in the stratosphere but Data “Quality Document’ available on the MLS web site
is considerably drier in the mesosphere. The similarity be{http://mls.jpl.nasa.gov). Changes between v3, v4
tween Figures 15 and 16 suggests that the bias in MLS v&nd v5 CIO are within the uncertainties of comparisons with
H,O changes rapidly with altitude near 1hPa. MLS v104,0ther measurements, and the emphasis here is on describing
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Figure 14. Time series of equatorial MLS 4D, at 100 hPa ) .

(bottom), 68 hPa (middle) and 46 hPa (top). The black dotd'9ure 15. Comparison of MLS and HALOE 0. Top
are version 5, the grey dots are version 104. The thin line i#an€l: mean profiles of MLS v5 (solid) and HALOE v19
the a priori used for both versions. The ticks near the botton{d@shed). MLS v104 is shown in grey for comparison. Thin

of each panel mark the UARS yaws; the ticks near the top c){:mes are error bars for the thick lines of the same color and
each panel mark calendar month béundaries. dash pattern. Bottom panel: Solid lines show differences

between MLS and HALOE v19; dashed lines are the abso-
lute value of this difference. Black lines are MLS v5 and
grey are MLS v104. The dotted line is the rms difference
between MLS and HALOE and the dot-dash line is the rss
of the quoted errors of the two instruments. (The thin dot-
dash line is the same as the thick one except that the standard
deviation of the HALOE data is used in place of the quoted
errors which seem unduly pessimistic in the mesosphere.)
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recommended for scientific studies.

Several papers published sindéaters et al[1996] fur-
ther attest the general validity of MLS CIOFeist et al.
[2000] found that Millimeter-wave Atmospheric Sounder
(MAS) ‘day’ minus ‘night’ CIO measurement agreement
with MLS is typically better than 0.1 ppbv in the tropical and
midlatitude regions where the two instruments have coinci-
dent measurement&hosravi et al[1998] found that MLS
ClO measurements agree well with model results in the up-
per stratosphere when the model methane is constrained by
HALOE measurements and a 6% HEIO, channel for the
ClO+ OH reaction is included per laboratory measurements
of Lipson et al[1997]. Ricaud et al[2000] found that the
MLS CIO diurnal variations in the middle and upper strato-
sphere agree with model calculations to within 5-10%, and
that seasonal variations imply an evolution essentially dic-
tated by the variation in partitioning with HCI, together with
partitioning within the CIQ family above 40 km. The dif-
ferences found above 50 km are attributable to uncertainties
in reaction rates. The analyseskrbidevaux et al[2000]
show that the increase in MLS upper stratospheric CIO dur-
ing 1992-1995 is larger than expected from CFC increases,
and is consistent with implications from the decline in£H
observed by HALOE during this period as found ®igkind
et al. [1998]. Froidevaux et al.[2000] further show that
the decrease in lower stratospheric ClIO observed by MLS
during 1991-1997 is consistent with relaxation from chem-
ical perturbation induced by the Pinatubo volcanic eruption.
Massie et al[2000] show that the variations in 5-day vortex
averages of v4 MLS lower stratospheric CIO are consistent
with heterogeneous model calculations for the 1995-1996
Arctic early winter. CIO enhancement observed during the
Arctic winter of 1996-1997 is qualitatively reproduced in
the study ofvan den Broek et a[2000], but the model un-
derestimates v4 MLS CIO abundances by as much as 1 ppbv.
Danilin et al.[2000] examine v5 MLS CIO data and find that
they generally agree with results from a box model run along
air parcel trajectories; however, the model tends to under-
predict CIO values slightiWaters et al[1999] summarize
results of additional analyses of the MLS CIO data.

13.1. Changes in algorithms for v5 CIO

The major changes for CIO in v5 are because of (1) re-
trievals on each UARS surface, and (2) retrievingsCN
instead of S@.

Although v5 retrievals are done on each UARS surface
(between 100 and 0.46 hPa), the vertical resolution of v5
ClO (see Table 15 later in this section) is approximately the
same as for v4 and v3. The version 5 algorithms introduce
off-diagonal terms in the a priori CIO covariance matrix to
favor smoother profiles (see section 3.2). The additional free
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parameters in v5, however, allow better definition of the pro-is a different issue than the reduction of negative values in
file, and the v5 profiles are generally smoother. As in pre-average®f nighttime ClIO data mentioned earlier due to re-
vious versions, the retrieved points should be interpreted agieval of CHsCN in v5.)

values at the breakpoints of a piecewise-linear representation
of the vertical profile. 13.2. Comparison of v5, v4 and v3 CIO

The CHCN retrievals in v5 allow a better fit of the mea-  \zpe compare v5, v4 and v3 CIO for three categories of ob-
sured radiances in MLS bands 2 and 3 when there is negligiservations: (1) low and mid latitudes, and high latitude sum-
ble volcanically-injected S@in the stratosphere, including mer, where there is no ‘enhanced’ lower stratospheric CIO
afit of some residual curvature in the spectra that previouslynhat could be caused by winter polar processes, (2) Antarctic
led to unrealistic negative values in averaged nighttime ClOypq (3) Arctic vortex regions with enhanced lower strato-
betweern~22 and~4.6 hPa. spheric ClO. Data used in all comparisons were selected by

The v5 data at 100 hPa are more stable and have mMo@UALITY_C10=‘4’, MMAF_STAT = ‘G’, ‘T’ or ‘t’, and posi-
realistic values than in previous versions. We believe theive uncertainties in the data files. All v3 data values shown
v5 CIO data at 100 hPa are acceptable for use in scientifibere for comparison have been multiplied by 0.92 to correct
studies but, as with all MLS data, their uncertainties mustthe known line-strength error in v3 data.
be appreciated. CIO data in the files at pressures greater 132 1. [ow to mid latitude annual, and high latitude
than 100 hPa should never be used. Data at pressures legsmmer Figure 17 compares averages of retrievals from
than 1hPa are not necessarily reliable (because of smalheasurements made betweerf@%nd 45N over an an-
residual artifacts in the measured radiance—see top panelg, cycle, and ‘summer’ measurements made poleward of
of Figure 20 inWaters et al[1996]), although averages of 45 The major change in v5 is a 0.1-0.2 ppbv increase
these data exhibit the expected diurnal behavior (more CIQyer v4 and v3 values betweem6 and~4.6 hPa, due to
at night). retrieval of CHSCN. This change removes the negative val-

The algorithm for settin@UALITY_C10 to ‘4’ (indicat- ues that are present in v3 and v4 average nighttime data at
ing good radiances and retrievals) has been changed in whese altitudes. However, the v5 night values-@f.1 ppbv
because of changes in the v5 radiancedfistatistic, which  at 68 to 22 hPa are unrealistically large, and, as for v3 and
is not as highly correlated with ‘spikes’ in retrieved CIO as v4, day/night differences are needed for confidence of bet-
in v4 or v3. This algorithm was determined empirically by ter than~0.2 ppbv in absolute values. Day/night differences
choosingy? criteria (including bands 2, 3 and 4) that elim- for all the versions agree to within 0.03 ppbv for the 85
inate most unreasonable ‘spikes’ while not throwing out am45°N average at all altitudes, and to within the approximate
excessive amount of good data. With the exception of a fevprecision of the averages for high latitude ‘summer’. More
months when unusual instrument or satellite problems oc€lO is present during night than day above 1 hPa in all ver-
curred, the general criteria for selecting good CIO retrievalssions, as theoretically predicted (e.Bicaud et al[2000])
(QUALITY_C10="'4’, MMAF_STAT = 'G’, ‘T’ or ‘t)’ discard  due to decreased nighttime atomic O and CIO loss through
~3% of all v5 data compared to1.5% for v4. For records CIO + O.

with MMAF_STAT = ‘G", 'T" or ‘¢’ (the same in v5 and v4), 132 2. Antarctic vortex Figure 18 compares averages
more records in v5+2%) are assigned quality flags 1ess of retrievals from measurements made in the Antarctic 1992
than 4’ than in v4 (~0.2%). winter vortex where lower stratospheric CIO was enhanced.

As in v4, retrievals of HN@ are done in v5 that reduce The mid-August 1992 v5 Antarctic daytime peak value
or eliminate the HN@-caused bias in enhanced polar lower 5 5 3 ppbv at 22 hPa agrees to within 0.04 ppbv with that of
stratospheric v3 CIO described Waters et al[1996]. Also,  y4, hoth of which are 0.3 ppbv less than v3. V5 has 0.4 ppbv
asinv3and v4, alinear forward model is used in the v5 ClOmore ClO at 100 hPa than v4 or v3. Other mid-August 1992
retrievals; thus the-10% scaling uncertainty due to lack of daytime changes are generally less than 0.2 ppbv and within
radiance ‘closure’, and possibte5-10% overestimates of ye nojse of the averages; v5 and v4 night values in the lower
lower stratospheric CIO in the cold polar vortices, deSC“bedstratosphere are0.2 ppbv less than v3. The altitude of the
in Waters et al[1996] are not expected to be significantly re- gaytime profile minimum, separating upper and lower strato-
duced in v5, although the v5 retrievals on every surface maYpheric CIO, is lower in v5 (at 6.8 hPa) than in v4 (at 4.6 hPa)
have somewhat reduced them. The algorithms have no cofy,t higher than in v3 (at 10 hPa). The night values in v5 are
straints that force retrieved CIO values to be positive; domgmrealistically negative by-0.15ppbv at 4.6 and 6.8 hPa,
so would cause undesirable bias artifacts in averages maggove the expected noise ©0.04 ppbv in the average. V5
from individual profiles. Individual retrieved values will of- is, however, an improvement in this regard over v4, which is
ten be negative because of instrument noise. (Note that thiﬁ’egative by 0.33ppbv at 4.6 hPa, and v3, which is negative
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Figure 17. Averages of CIO retrievals from MLS measure- Figure 18. Average of CIO retrievals from measurements
ments made between 45 and 45N (left panels) and pole- made in the 1992 Antarctic winter vortex at locations of
ward of 45 in ‘summer’ (right panels). Solid thick lines are greatest CIO enhancement in the lower stratosphere. Solid
v5 data, dash-dot-dash are v4 and dashed v3. ‘Day’ avetthick lines are v5 data with horizontal bars indicating the
ages are for local solar zenith angles (sza®0°. ‘Night’ +10 predicted precision of the averages; dash-dot-dash are
averages are for sza 90°, and local solar times between v4 and dashed are v3 (in places these merge). The Au-
midnight and 6 a.m. The 45-45N measurements were gust 15-18 measurements (left panels) were made‘at 70
made between September 21, 1991 and September 20, 19%rS and 120W-9C°E: ‘Day’ is for sza< 87°, and the aver-
and are averages 6f80,000 individual profiles for day and age of 25-26 (depending upon data version) individual pro-
~90,000 for night; predicteddl precisions for these aver- files; ‘Night’ is for sza>10(, and the average of 95-96
ages are better than 0.003 ppbv at all altitudes. The-28° profiles. The September 17-19, 1992 measurements (right
measurements were made between May 2 and October 28anels) were made at Z580°S and all longitudes: ‘Day’ is
1992, in the north and between November 4, 1991 andor sza< 90°, and the average of 151-155 profiles; ‘Night’
April 30, 1992, in the south (averagese£5,000 day pro- s for sza> 95°, and the average of 75 profiles. (The reason
files and~4000 night profiles each for N and S); predicted for the different solar zenith angles here, and in Figure 19,
precisions for these averages are better th@rD2 ppbv at  for distinguishing ‘night’ and ‘day’ is the number of mea-
all altitudes. Two curves for each linestyle in the right pan-surements that were available at different zenith angles.)

els show separate averages for north and south. Ticks on

the vertical axes are located at breakpoints of the piecewise- ] )
linear representation of the profile. sions. The altitude of the enhanced lower stratospheric CIO

peak moves downward with time after mid-Augustin all ver-
sions, as has been reported earlier for MLS v3 détatérs
by 0.21 ppbv. et al, 1996] and seen in ground-based microwave observa-
The mid-September 1992 Antarctic v5 profile has signifi-tions [de Zafra et al. 1995;Solomon et a).2000]. Night
cantly more daytime CIlO at 100 hPa (0.84 ppbv) than doegverage values from MLS are negative at 10 and 15 hPa, but
v4 (—0.04ppbv) or v3 £0.11ppbv). The altitude of the only by their noise level of 0.04 ppbv.
profile minimum is lower in v5 (at 15hPa) thanin v4 orv3  13.2.3. Arctic vortex Figure 19 compares averages of
(at 10hPa), and has lowered since mid-August in all vertetrievals from measurements made in the Arctic winter vor-
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tex in January 1992 and January 1996, at times and locatiort3.3. ClO data after June 15, 1997
where lower stratospheric CIO was enhandafters et al.

1996:Santee et aJ.1996]. After June 15, 1997, MLS was operated using only the

205-GHz radiometer, in order to conserve spacecraft power.
8-10 Jan 1992 29-31 Jan 1996 As described in section 6.4, the impact of this change was
AN R e s R LR R AR R R R R CharacterizedbyreproceSSingdatafromearlierinthemiS-

sion using the algorithms modified for ‘205-GHz only’ oper-

_ ation, and comparing the results with the output of the stan-
10F dard data processing.
Fo Daily zonal means show that the ‘205-GHz only’ values
100 T ] differ from the standard v5 values by0.05 ppbv or less at

all vertical levels except 100hPa, and except in situations

P/ 1 : of enhanced CIO in the polar winter vortices. At 100 hPa,
1 Pa i and for polar enhanced CIO (at all levels), the difference can

be up to~0.2 ppbv. This offset is not necessarily removed
by taking day/night differences. Thus, the CIO data after
June 15, 1997 are expected to have systematic differences
from earlier data by up te-0.2 pbbv at 100 hPa and in polar
enhanced situations, and up+®.05 ppbv elsewhere.

10}

100F ro i

: 13.4. Determining biases in lower stratospheric CIO
100 data
x Limitations of the data processing algorithms to account
: T ] for curvature and features in the observed limb spectra
001020 001020 with an accuracy bettef t'haI’qO.lK brlghtness mtroduc'e a
Arctic vortex CIO / ppbv (thought to be mostly ‘bias’) uncertainty of0.1 ppbv in
retrieved CIO. This uncertainty is believed less severe in

. N . the upper stratosphere than in the lower stratosphere, where
Flgu:e 1_?HA3 In Flgurg 11% b;';fgozr ks Januarty rr;efe:sure— I%}ere are more spectral features and the broader lines make
mer} s 68 S%rjllilaryd QOW 60)En.1‘e§suyr.errf1en S (68783”9 easurement of ‘baseline’ more difficult. However, a ro-
are from 69— an N - bay Isfor sza< bust feature of models that predict diurnal behavior of CIO

and the average of 12—-14 individual profiles; ‘Night’ is for K Erai . Di
o0 and Sze1984;Froidevaux et al. 1985;Ricaud et al.
sza>100, and the average of 116-118 profiles. The Jan—[ e ,rToIcevaux l rieed

. 2000, for example] is that—at heights belev85 km (pres-
uary 29-31, 1996 measurements (right panels) are frém 60 sures greater than’s hPa) and awav from enhanced chlo-
80°N and 45-105E: ‘Day’ is for sza<90°, and the average . 9 ) way

oo rine chemistry in the winter polar vortices—the CIO abun-
of 28-30 prof!les, Night'is for sza-110", and the average dances at night decrease essentially to zero. Very acdorate
of 51-52 profiles.

situ measurements of midlatitude CIO at 20 km show night-

. , i time abundances of no more than the detection threshold
Day CIO mixing ratios at the profile peak agree to bet- ¢ _q 091 pphy, in agreement with the model predictions

ter than 0.1 ppbv among the three versions, but the alt'tUd?Brune et al, 1990]. By assuming that nighttime lower

of the peak is higher in v5 (at 32hPa) than in v4 and V3gya1qspheric CIO abundances are zero away from the winter
(at 46 hPa). The January 1996 v4 and v3 100 hPa unrealistiGy, - orices, we can infer biases in the MLS CIO data.
large negative values{ —1 ppbv, which are representative Fi 20 sh i . f i 5 night-
of the individual profiles that went into the average, and not_ Igure 0 shows ime series ol monthly average vo nig
the result of a single very bad profile) are not present in V5t|me CIO on each retrieval surface between 6.8hPa and

which has~0.5 ppbv daytime CIO at 100 hPa for both years. 100hPa for Fhe first-3 years of the UARS mission in which
o MLS operations were mostly normal. The nighttime val-
Average nighttime CIO values for both years agree among o5 yere selected for local solar time between midnight

all versions to within the noise, except at 10hPa in Jan, 4 g4 m. (to avoid including evening measurements when

uary 1996 where v4 and v3 are more unrealistically negativq:lo can still be decaying from daytime values) and for so-

(=0.2 ppbv) than v5£0.05 ppbv). lar zenith angles greater than®9Qo avoid including mea-
surements where sunrise occurs before 6 a.m.). The points

100 F
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in Figure 20 generally lie in a tight cluster at each level
(other than 100 hPa) with relatively few outside the clus-
ter. The two 60ON-8C°N points at 6.8 hPa in late February
1992 and 1993 are where examination of the profiles indi-
cates that descent of more abundant CIO from higher al-
titudes reached 6.8hPa. The largér80°N and 0-3C°S
values in October 1991 at 15, 22, and 32hPa can be ex-
plained by residual effects of Pinatubo $6ot accounted

for in v5. The 6GN-8C°N and 60S-80S points lying
above the general cluster all occur during winter and are
thought due to increased nighttime CIO from thermal de-
composition of enhanced CIOOCI. MLS CIO maps for
January 1992 show enhanced nighttime CIO in warmer re-
gions of the Arctic vortex with abundances that are consis-
tent with the amounts expected for thermal decomposition of
CIOOCI [Waters et al.1993]. Examination of the nighttime
ClO abundances for the Antarctic and Arctic winter vortices
given in Figures 18 and 19 show that they vary with tem-
perature and pressure in reasonable agreement with predic-
tions for CIOOCI thermal decomposition provided by R.J.
Salawitch. The~ —0.05 ppbv 60S-80'S values at 10 hPa

in August 1992, 1993 and 1994 that stand out from the clus-
ter are unexplained, and probably—since they all occur at
the same month in each of the three years—represent some
atmospheric effect that is not accounted for in the retrievals.
Nothing unusual occurred in MLS operations during these
months that is thought to affect the CIO, nor that would
cause the ‘abnormal’ values (differing by0.05 ppbv from

the cluster) at 8-3C°N and 0—-3C°S at 10 hPa in October—
November 1992, at 66—80S and 15hPa in April 1993,
and at 0-3C°N and 22 hPa in November 1992—so these
observations may indicate some atmospheric effect that is
not included in the MLS forward model. The scatter in the
points at 100hPa, and to a much lesser extent at 68 hPa,
is significantly larger than can be explained by instrument
noise and varies with latitude. This is likely to be due to
some unaccounted-for atmospheric phenomenon that is af-

Figure 20. Time series of v5 CIO monthly zonal means foting the radiances, and thus the retrievals, at these low
for measurements between midnight and 6a.m., and sQgi,des.

lar zenith angles greater than°9060°N—-8C°N(o), 30°N—
60°N(¢), 0°=3C°N(+), 0°-3C°S(x), 30°S-60S(), 60°S—
80°S(e). Each point is the average for one UARS month.
A point is included only if there are more than 300 indi-
vidual retrievals meeting the standard quality criteria, cor-.
responding to expected precision due to instrument noise 0
better tharm~0.02 ppbv {0.04 ppbv at 100 hPa). Typically,
1000-4000 individual profiles were used in each averag
corresponding to better thar0.01 ppbv expected precision.

Figure 21 shows, for altitudes where nighttime CIO is
thought to be ‘zero’, the profile of retrieved nighttime CIO
averaged over 66-60N for three portions of the UARS
mission as indicated in the caption. We interpret the curves
in Figure 21 as bias artifacts in MLS v5 CIO.

e13.5. Estimated vertical resolution, precision and
accuracy of vb CIO

Small ticks on the horizontal axis are calendar month bound- Table 15 gives the v5 CIO vertical resolution, typical sin-

aries.

gle profile precision, known bias, and estimated accuracy.
The vertical resolution given in the table is the full width
at half maximum of the rows of the averaging kernel ma-
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15, 1997, when the 63-GHz radiometer was turned off, are
10 ] given by the thin line of Figure 21.
P 391 ] The ‘estimated accuracy’ column of Table 15 gives the
/ hPa i 1 ‘bias’ (i.e., additive) uncertainty in ppbv after subtracting
100 - : the ‘known bias’ and the ‘scaling’ (i.e., multiplicative) un-
. ] certainty in %. Values given in the table represent 90-95%

0.0 0.1 confidence levels (roughlysd. Values for the bias uncer-
ClO / ppbv tainties at 6.8 hPa and higher pressures are based on the scat-

Figure 21. Bias in MLS v5 CIO determined from average of ter of the clustered points at each level in Figure 20. The bias
nighttime (0—6 a.m., sza90°) retrievals between 6@ and  uncertainty is increased to 0.15 ppbv for winter polar vortex
60°N. Thick line: average of 323,630 individual retrieved conditions because, as shown in Figure 18, unrealistic neg-
profiles from measurements taken between October 1, 199ative values of 0.15ppbv at 4.6 and 6.8 hPa were retrieved
and November 19, 1994, when MLS operations were mostly" the Antarctic winter vortex for which we do not have
normal. Medium line: average of 70,454 profiles between@n explanation. The winter polar vortex bias uncertainty of
February 1, 1995, and June 15, 1997, in which antenna scdh15 Ppbv may, however, be overly conservative (too large)
slips occurred. Thin line: average of 33,136 profiles betweergt lower altitudes, where no negative values above the noise
June 15, 1997, and March 30, 2000, when only the 205-GHpave been observed, and the nighttime positive values ap-
radiometer was operated and scan slips also occurred. TH@2r (at least roughly) consistent with values expected from
expected precison, based on instrument noise, varies fro@"hanced CIOOCI thermal decomposition. Users of the data

<0.001 ppbv for the thick line te-0.002 ppbv for the thin should remove biases by taking day/night differences when-
line. ever possible. We have put 0.1 ppbv bias uncertainty on CIO

at the higher levels because we do not believe that biases

at higher altitudes should be larger than at low altitudes;
trix computed for the nominal MLS operational scan and ra-again, this may be conservative because biases are actually
diometer noise. expected to be smaller at the higher altitudes.

The typical single profile precisions in Table 15 a® 1 The overall estimate of accuracy is the root sum square
values, based on the minimum monthly rms variability in in- of the bias uncertainty and the scaling uncertainty (the prod-
dividual night retrievals from measurements equatorward of,ct of the retrieved mixing ratio value with the percentage
45 for the first full year of measurements. The observedgiven in the last column of Table 15). The scaling uncer-
CIO variability under these conditions is dominated by in-ainty in v5 data, based on the arguments giveMaters
strument noise and is a good indicator of the precision foret ). [1996], is ~15% (at the~90-95% confidence level)
individual profiles. The estimated precision (uncertainty)at a|| surfaces where the data are considered useful. The
given in the data files overestimates the actual precision (i.jmproved v5 precision causes less contribution of the a pri-
is conservative), as mentioned in section 6.1. The estimateg to the ‘scaling’ uncertainty (see Figure 8\dfaters et al.

uncertainties given in the CIO data files should be multiplied[1996]), which is significant at pressures of 1 hPa and less,
by the ‘ratio’ values in the fourth column of Table 15 to ob- gnqg 46 hPa and greater.

tain a better value for the precision. The CIO precision can
be improved by averaging together individual profiles: the
precision for an average & profiles isv/N better than the precisions given here (and in the Level 3 files) aseval-
precision for an individual profile. Precision of the retrieved || . "\ hereas accuracies are 90-95% confidence (roughly
v5 CIO values has been improved over previous versions, e%a) ,values.
pecially at the highest and lowest altitudes, as seen both in

the observed standard deviation of the values and in the esti-3 5 known artifacts in v5 CIO

mated precision given in the data files. This is mainly due to

the improved estimates of tangent pressure obtained by v5. 1. There are known minor biases in v5 retrieved CIO val-

The estimated overall absolute uncertainty for a datum is
the root sum square of accuracy and precision. Note that

values in the ‘known bias’ column of Table 15 are from ues in the lower stratosphere. Better estimates of CIO
the thick line of Figure 21 for the first3 years of the mis- are obtained by subtracting the ‘known bias’ valuesin
sion, which differ negligibly from values for the additional Table 15 from the values given in the v5 MLS data

period up to June 15, 1997, when both the 205 and 63-GHz files. For data after June 15, 1997, a better correction
radiometers were operated, and thus apply to the majority of ~ for the biases is obtained from the thin curve in Fig-
MLS data. More appropriate values for data taken after June ure 21.
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Table 15. Vertical resolution, precision, known bias and accuracy for V5 CIO. See text for further explanation.

Estimated accuraéy

Pressure Vert|c_al Typ!c_al Precision Kn_own after subtracting known bias
resolutior® precision . bias -
| hPa Ik / ooby rati / Dbbv (values in parentheses apply
m pp PP to polar winter vortex data)
1.0 8 0.5 0.7 0.1 ppbv + 15%
15 7 0.5 0.7 0.1 ppbv + 15%
2.2 6 0.5 0.7 0.1 ppbv + 15%
3.2 5 0.4 0.7 0.1 ppbv + 15%
4.6 5 0.4 0.8 0.1 (0.15) ppbv + 15%
6.8 5 0.4 0.8 —0.02 0.05 (0.15) ppbv + 15%
10 4 0.4 0.8 0.01 0.05 (0.15) ppbv + 15%
15 4 0.4 0.8 0.03 0.05 (0.15) ppbv + 15%
22 4 0.3 0.8 0.05 0.05 (0.15) ppbv + 15%
32 4 0.3 0.7 0.08 0.05 (0.15) ppbv + 15%
46 4 0.3 0.7 0.08 0.05 (0.15) ppbv + 15%
68 5 0.3 0.6 0.07 0.05 (0.15) ppbv + 15%
100 5 0.6 0.8 0.01 0.2 ppbv + 15%

aAs defined in section 6.2.
Data file uncertainties should be multiplied by these numbers to obtain a better value fos ttentjle
profile precision (see text).
€ Accuracies quoted here represent roughly a 95% confidence leveMaRes).

2. CIO low-latitude values at-46-4.6hPa are artifi- 2. the artifacts described in the previous subsection,
cially high in September and October 1991 (by up to
~0.5ppbv in September and decaying through Octo-
ber to less than 0.1 ppbv). This is due to residual con-
tamination by Pinatubo SOwhich is not accounted 4 yajues in the files for pressures smaller than 1 hPa are
for in the v5 retrievals. Day/night differences remove not necessarily reliable.
this artifact.

3. values in the files for pressures greater than 100 hPa
should never be used,

3. A negative bias 0of-0.15 ppbv at 6.8 and 4.6 hPa ap- e :
pears in averages of the mid-August 1992 night data14' Nitric Acid
for the Antarctic vortex. These negative CIlO values A|though measurement of HNOwas not |n|t|a||y an
do not appear in averages for mid-September 1993_S objective, a significant HN®feature situated just out-
Antarctic data, nor in Arctic vortex data examined to side the spectral region used to measure ozone imposes a
date. The reason for them is not understood. slope through the 205-GHz band that is used to retrieve pro-
iles of gas-phase HN®in the lower stratosphere. MLS
NO3; measurements from precursory retrieval algorithms
were presented b$antee et al[1995]. HNO; became a
standard MLS data product in v4; general information on
the v4 HNQ; quality, resolution, and suitability for various
scientific studies (in particular investigations of polar strato-
spheric clouds) can be found$antee et a[1998] andSan-
5. As mentioned earlier, uncertainties given in the ClOtee et al[1999].
v5 data files overestimate the actual precision of the  After the MLS v5 data set was produced it was discovered
measurements. Uncertainties in the data files shoulghat emissions from the HNOvg andv; excited vibrational
be multiplied by the ‘ratio’ values in the fourth column  states, which were omitted from the v5 retrieval system, are

4. Nonlinearities with respect to temperature can caus
retrieved CIlO values to be up to approximately 5-10%
too large in the cold winter polar (especially Antarc-
tic) vortex. This effect has not been thoroughly quan-
tified, but we believe that it is covered by the uncer-
tainties in Table 15.

of Table 15. significant in the spectral region in which MLS HNG be-
) ing retrieved. Neglecting the contributions from these lines
13.7. Caveats for using v5 CIO caused the retrieved MLS v5 values to significantly overes-
Caveats for the v5 CIO data are: timate HNG; abundances at some levels in the stratosphere.

An empirical correction to the MLS v5 HNfdata set has
1. the general caveats described in section 5, been derived and is described below in sufficient detail to
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allow its application to the v5 HN®Level 3A files by the means. Even though a significant fraction of the profiles are
user. Alternatively, corrected (v501) HNQevel 3AT files  being flagged bad in v5, some of these apparent spikes still

may be obtained directly from the MLS team. pass all of the recommended quality control measures and
can be identified by inspection and removed on an individ-
14.1. Changes in Algorithms for v5 HNG ual basis.

More rigorous error propagation as well as improvement -
in the03_205 (retrieved in the same band as HR)@nd tan- "14.2. Correction to the v5 HNQy
gent point pressure retrievals have led to substantially less We use Equation (5), with all radiances collapsed into one
scatter in the HN@ values in v5 than in v4. Thus the pre- vector and the a priori term neglected, to formulate a ‘cor-
cision for v5 is much better (by a factor of 2-3) than for v4 rected’ HNG; retrieval, x’, that accounts for the contribu-
despite the fact that the v5 retrievals are performed on evertions from thevg andv7 excited vibrational states:
UARS surface. In addition to the strong HN@eature just

-1
outside band 4 (used for tf@8_205 measurement), emis- X' = x+ [S;l + K/nglK/]
sion from several weak HNglines in bands 2 and 3 (primar- Te1 )

ily used to measure ClO) is now included in the retrievals, (K S ly—f (X)D

providing information at higher altitudes and extending the

vertical range for reliable measurements up to 4.6 hPa (fron'hereK” is an improved weighting function matrix( =
22hPain v4). K + k) that includes the contributions from the ground state,

K, and the excited vibrational statds, Similarly, a cor-
rected forward model is defined to be the original v5 for-
ward model plus the extra terms from the excited vibrational
statesf’(x) = f(x) + kx. Assuming that the retrieval, based
on the flawed forward moddix), fits the radiances opti-
mally (i.e., zero mean radiance residual), then in the mean

v4. Thex? criteria used to assign valuesQUALITY_03_- Y- fx) ~ 0. Substi@ut!ng i'n for’ (), defin?ng anew solu-
205 were determined empirically to eliminate most unrea—tlon covanang:esg(, S|m|lar in form to that in Equation (6),
sonable ‘spikes’ without rejecting an excessive amount oiand rearranging leads to:

good data. With the exception of a few months when un- X =X + S;K/ngl[_kx]

usual instrument or satellite problems occurred, the overall
criteria for selecting good HN§xetrievals QUALITY_03_-
205='4’, MMAF_STAT='G’, ‘' T’, or ‘t’) discard about 2% of

all records in v5, about twice as many as in v4. Note that th(?”
MMAF_STAT condition is unchanged between v4 and v5. In
v5, more records~«1%) satisfying this criterion have been

assigned quality flags less tha,‘indicating bad fits to the : . o
X . . sumed to be so in order to derive an easily-implemented
radiances and/or bad radiances, than were flagged bad in v4 ™" . . )
empirical correction. The full model was run for eight rep-

(typically <0.1%). Thus in some cases individual profiles . . L
) . rgsentatlve temperature profiles that spanned the variations
that passed the recommended quality control measures in v.

will be screened out using the same procedures with the Vg”nat occur in stratospheric temperatures for different seasons

. and latitudes.C(T) was computed for each case, and the
data, even though they do not appear obviously bad. One. . !

o . eight results for each tridiagonal element were combined and
factor that appears to be contributing to the increased num:

. " : . itted with a simple linear polynomial in temperature. The
ber of poor quality profiles in v5 is the use of radiances down_: . . .
. L tridiagonal elements of the correction matrix are thus repre-
to 150 hPa, which can lead to more contamination by clouds i
L . . . Sented by:
especially in the tropics. This notion is supported by the spa-

tial distribution of the poor-quality profiles, which appears to Cu (Mo, M =a—1) +B-11Ti—1+n-11T,

Because HN@is retrieved in the 205-GHz ozone band,
the relevant quality flag for HN@data iSQUALITY_03_205.
In v5 the algorithm for setting this parameter was modified
because of changes in the statistic describing the fit to
the radiances. The? statistic for this band is now less cor-
related with anomalies in the retrieved Hjl@an it was in

= C(T)x. (41)

Thus the correction is a linear scaling of the original pro-
e. The correction matrixC(T), is temperature dependent
because of the strong temperature dependence of thggHNO
excited vibrational state<C(T) is nearly tridiagonal and is

be correlat_ed with regions of upper tropospheric convection C (LT =1 + AT, (42)
and cloud ice, based on analyses not shown here. Only pro- ’ ’ ’
files with QUALITY_03_205 values of 4’ should be used for Cri+2 (T, Tivn) = ena + Biia T + Moa T,

scientific studies. In addition, the HNQlata are generally wherea, 8 andy are the coefficients of a linear polynomial

‘spikier’ in v5 than they were in v4, where ‘spikes’ are iden- j, temperature] is the atmospheric temperature, drk-
tified by comparison of their deviation from monthly zonal \,5tes 3 particular altitude level in the HN@rofile. The
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coefficientsx, 8 andy for the diagonal and the two adjacent 14.3. Comparison of v501 and v4 HN@
sets of elements are provided in Table 16. This polynomial . )
correction is valid over the height range 100 to 4.6 hPa and Differences between v501 and v4 average profiles are

provides an estimated rms accuracy of 0.2 ppbv for correcteégrr;]r::rgne(:h'g Z\?::]e J,ZR SB iﬁ?fuascig‘la;ztrﬁgis r\:evllieeiglgee:t_
HNOj3 throughout the domain.

. ) and below 22 hPa, only the differences on these surfaces
The tabulated coefficients can be used along with an aS31e tabulated. Also, because the distribution of HN®
sociated temperature profile (€ither from MLS or from somey |o\er stratosphere exhibits large seasonal and latitudinal
meteorological analyses inteérpolated to the MLS measureg, jations, separate comparisons are made for different con-
ment Iocat|_on) to correct egch HN@rofile in thg ML,S data ditions, as noted in the table. In general these differences
set. Applying the correction leads to reductions in the re- o ain fairly constant through the years of MLS operation,
ported v5 HN@ mixing ratios of about 4-8% at 100hPa, iy e they have a strong systematic component. The only
10_20% at 32hPa, and 25-35% at 10hPa, dgpend'ng_q&ceptions are the differences between the v5 and v4 ‘polar
the latitude and season. For the most part this has mitigpanced: average profiles, which display variations at these

gated discrepancies with correlative data sets, particularlye\/e|S as the peak in the HNGnixing ratio shifts in altitude
at the upper levels; it has not eliminated them entirely, hOW'from year to year.

ever. For example, a comparison of the corrected (v501) v5 V501 HNO global average mixing ratios are slightly

HNO3 data with both the original v5 HN®retrievals and )
simultaneous, colocated HNOneasurements (version 9) larger than those in v4,.except at 100hPa, wherv_a V.5.01 val-
ues are smaller at all latitudes. V501 values are significantly

from the UARS Cryogenic Limb Array Etalon Spectrome- . ) :
ter (CLAES) Kumer et al, 1996] s shown in Plate 2 forthe '19°1 In I"e equatorial regions at 22 and 461Pa, where
22-hPa level, where the discrepancy between CLAES an g negative —opp i .

ave been eliminated, although a weak negative bias (about

MLS v5 was largest (more than 5 ppbv in the zonal mean a . > .
some seasons/latitudes). With the correction applied to th ppbv orless) is now presentin this region at 100 hPa. How-

MLS v5 data, the disagreement between CLAES and MLSVen atmid gnd high Iatitqdqs, especially during early winter
HNOj values at 22 hPa is reduced belo® ppbv under con- when HI\_IQ is enhanced inside the yortex, v501 values are
ditions of wintertime enhancement in the polar vortices anasubstantlally smaller at 22 hPa than in v4.
beIOW.N1 ppbv at most other seasons/latitudes. The a9re€i 4 4. Estimated Vertical Resolution and Precision of
ment is also within~1 ppbv (and frequently much better) 01 HNO;
everywhere at and above 15 hPa, throughout the tropics at aYI5
altitudes, and during the summer season at all latitudes and Best precision in the HN® retrievals is attained at
altitudes (not shown). At 46 and 68 hPa, however, the cor68hPa. The general range of useful sensitivity is given in
rection factors are small and differences of up to 4-5 ppbvrable 18. While the absolute v5 HN®@recision is, to first
remain in the winter polar regions. (Note that the presencerder, independent of latitude and season, the scientific util-
of enhanced levels of SOwhich is not retrieved in v5, in ity of the data (i.e., signal to noise) can vary due to variations
the stratosphere following the eruption of Mount Pinatuboin HNO3 abundance. For example, at 100 hPa the single-
caused a high bias in the MLS HNG@etrievals in the equa- profile precision greatly exceeds the average HNtXxing
torial regions for the first 100 days or so of the mission.)  ratio in the tropics (where averaging of several profiles is
Because this correction leads to increases in the value§ius necessary to obtain useful data) but not in the winter
of the weighting function matrix, it also produces a smallerpolar regions, where HN&Is enhanced. In most cases some
error covariance. Thus it is necessary to correct not onhaveraging will also be necessary at levels above 10 hPa. The
the mixing ratios, but also the associated uncertainty valuekeliability of the data above 4.6 hPa has not been established
given in the Level 3AT files. Although the uncertainty val- and at this time is notrecommended for use in scientific stud-
ues change with altitude, they are fairly constant over botHes.
latitude and time (over the course of the UARS mission), so The typical single-profile precisions given in Table 18 are
the correction for them is simpler than for the highly vari- 1o values. They were obtained by computing (for the first
able mixing ratios. Tests comparing the element§pénd  full year of measurements) the minimum monthly rms vari-
S« (i.e., the original v5 solution covariance) indicate that theability in the corrected HN@profiles retrieved in a 10ati-
uncertainty values are changed negligibly at 100, 68, andude band centered around the equator. In this region meteo-
46 hPa, but the values reported in the Level 3AT files shouldological variability should be small relative to the estimated
be decreased by 0.1 ppbv at 32 and 22 hPa, by 0.2 ppbv at Itrieval error; thus the observed variability is expected to be
and 10hPa, and by 0.3 ppbv at 6.8 and 4.6 hPa. dominated by instrument noise, providing a good indicator
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Plate 2. Time series of daily zonal-mean MLS v5, MLS v501 v5, and CLAES version 9 kB2 hPa as a function of
latitude for the 18-month lifetime of CLAES. Blank spaces in the plots correspond to periods when data are missing or the
instruments were observing the opposite hemisphere.

Table 16. Correction coefficients for computir@_1, (Ti—1, Ti), Ci; (Ti), andCi 141 (Ti, Ti+1)

Pressure
/'hPa o1 Bi-1) N-il a Bl o +1 Bli+1 NI+l
46 —0.013 —1.0x 1073 —22x104 1.009 —50x 1074 — — —
6.8 —0.007 —5.0x 1073 —25x 1074 1.036 —72x 1074 —0.009 —5.0x 1073 —25x 1074
10 0014 —12x 1074 -31x 1074 1.097 —1.07x 1073 0.013 —12x 1074 —31x1074
15 0055 —28x 1074 —33x1074 1.168 —1.40x 103 0.054 —28x 1074 —33x104
22 0081 —22x 1074 —4.4x 1074 1.220 —157x 1073 0.081 —22x 1074 —4.4x 1074
31 0066 —22x107% —28x 1074 1.198 —1.35x 1073 0.066 —22x107% —28x 1074
46 0034 —22x1074 —50x 107> 1.158 —1.05x 1073 0.035 —22x107% —50x 1075
68 0013 —13x 1074 1.0x 107> 1117 —76x 1074 0.013 —13x 1074 1.0 x 1075
100 — — — 1084 —54x 1074 0.006 —7.0x 1073 1.0x10°°
Table 17.Differences between v501 and v4 HNO
Pressure Global TropicaP Mid- Polar Polar
latitude® enhancef| deplete@
/ hPa / ppbv % / ppbv % / ppbv % / ppbv % / ppbv %

22 +0.3 +4 427 +406 -10 -11 -35 -20 -05 -10

46 +06 +13  +1.6 +347 403 +4 401 +1  +08 475

100 -06 -40 -08 -185 04 -23 -05 -8 —21 -83

aBased on~400,000 profiles from all latitudes for the first full year of data.
bBased on~60,000 profiles from 196 to 10N for the first full year of data.
€Based on~30,000 profiles from 33N to 45°N and from 35S to 45 S for the first full year of data.

dBased on~5,000 profiles from 70N to 8C°N during the period from December 1992 to mid-January 1993.

€Based on~4,500 profiles from 78S to 8CG'S during the period from mid-August to mid-September 1992.
Differences are v50% v4; percentages are relative changes from v4.
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Table 18. Estimated vertical resolution and precision of
v501 HNG;

Vertical Typical —
P;iss;re resolutior® precision P:Zfilgkl)on
/ km / ppbv

4.6 105 15 07
6.8 10.0 14 07
10 9.3 13 o
15 8.7 1.2 07
22 7.4 12 0y
31 6.4 1.1 07
46 5.7 10 o7
68 5.7 08 0k
100 4.3 13 oo

aAs defined in section 6.2.
b Data file uncertainties should be multiplied by these numbers to obtain
a better value for the &' single profile precision (see text).

of the measurement precision. Essentially similar results are
obtained for a 3Dlatitude band centered around the equator
and for the polar regions during summer. Because natural
atmospheric variation is not completely negligible, the true
precisions may be slightly better than these estimates.

The theoretical precision values provided in the HNO
Level 3A files, which were estimated by the retrieval algo-
rithm, account for variations in the uncertainty that might
occur from profile to profile for various reasons (e.g., miss-
ing channels or tangent point scan positions would increase
the uncertainties). Although these theoretical estimates are
generally consistent with the empirically-determined values
in Table 18, the estimated uncertainties tend to be conser-
vative; i.e., they are larger than the empirical precisions by

49

to overestimate stratospheric abundances. To correct
for this, the linear scaling described in section 14.2
should be applied to the v5 HNprofiles. Alterna-
tively, corrected (v501) HN@Level 3AT files may be
obtained directly from the MLS team.

. Only data between 100 hPa and 4.6 hPa are considered

sufficiently reliable for general use in scientific stud-
ies.

. The Level 3 ‘parameter files’ should be examined and

only profiles withMMAF_STAT = ‘G’, ‘t’, or ‘T’ and
QUALITY_03_205 = 4 should be used for scientific
studies. Profiles withiMAF_STAT set to T’ (which
occurs quite infrequently) may have slight biases at
pressures larger than or equal to 46 hPa.

. Only data having positive estimated uncertainties

(given in the ‘quality field’ in Level 3A data files)
should be used.

. These quality control measures are not always suffi-

cient to filter out large£ 50) ‘spikes’ in the retrieved
HNO3 mixing ratios; occasional anomalous retrievals
can be identified by inspection and removed on an in-
dividual basis.

. The uncertainties in the HN{Q evel 3A files overesti-

mate the actual precision of the measurements. To ob-
tain a more realistic estimate of the true precision, the
uncertainties in the data files should be multiplied by
a factor of~0.7, depending on altitude (see Table 18).

about 10-40%, depending on altitude, because of the influ 5 Methyl Cyanide

ence of the a priori estimate and its vertical smoothing on

the retrieved profile. Therefore, as described in section 6.1, Methyl cyanide (CHCN, also called acetonitrile) is a
the estimated uncertainties in the Level 3A files should benew productin v5. An overview of the MLS GJEN dataset,

multiplied by the ratios given in the fourth column of Ta- along with a review of the current understanding of the role
ble 18 to obtain the best estimate of precision. In generalCH3CN plays in the atmosphere, is givenliivesey et al.
precision can be improved by averaging together individual2001]. CHCN is a trace constituent of the atmosphere,

profiles: the precision of an average Nfprofiles is 14/N

with abundances typically around 150 pptv (parts per trillion

times the precision of an individual profile. As mentioned by volume) in the troposphere. The main source fogCN

above, the precision of v501 HN(has been substantially
improved (by a factor of 2—3) over that of v4.

The estimated accuracy of the v501 MLS Hjlfas not

is biomass burning, and localized abundances as high as
10° pptv have been seen in some events. In the stratosphere,
the role of CHCN remains uncertain. It was thought to sim-

yet been quantified; a comprehensive validation effort is curply decay from reactions with OH and &) with a lifetime

rently underway.Santee et al[manuscript in preparation,
2002] will quantify the accuracy.

14.5. Caveats in Use of v5 HN@

1. Omission of some HN® excited vibrational state
lines from the retrieval system caused v5 HiN@lues

of between 5 and 20 years. However, the MLS observations
show an increase in mixing ratio with altitude in the tropics
from ~30 pptv at 68 hPa te-50 pptv at 30— 10 hPd_[vesey
et al, 2001].

The MLS CHCN data are scientifically useful between
68 and 1 hPa. While C¥CN abundance at 100 hPa is re-
trieved, it is believed that spectral features froat#0 con-
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Table 19. Estimated precision, vertical resolution and accu-
racy for v5 MLS CHCN data. See text for details

Vertical Typical . :
Pressure i e Precision Estimated
/ hPa res;)ll(ur:]lor@ pl}egrl)st\l/on rati accurac§
1.0 8 90 0.9 10 pptv and 20%
15 8 60 0.7 10 pptv and 20%
2.2 7 60 0.8 10 pptv and 20%
3.2 4 50 0.7 10 pptv and 20%
4.6 6 50 0.7 10 pptv and 20%
6.8 5 40 0.7 10 pptv and 20%
10 4 40 0.7 10 pptv and 20%
15 4 30 0.7 10 pptv and 20%
22 4 30 0.7 10 pptv and 20%
32 4 30 0.7 10 pptv and 20%
46 4 30 0.7 10 pptv and 20%
68 4 30 0.7 10 pptv and 20%

aAs defined in section 6.2.
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scan, with typical levels of radiometer noise.

The precision quoted is the minimum rms variability seen
in any of the first ten full UARS months of the MLS mission
(October 1991 to September 1992), in the latitude band from
5°S to BN. As described in section 6.1, the ‘best estimate’
of the true precision for individual profiles can be obtained
by scaling the uncertainty quoted in the data files by the ratio
column in Table 19.

The accuracy is defined in terms of possible bias and
scaling terms. The values given are believed to represent
60—70% confidence levels for these factors. These esti-
mates were obtained by analogy with CIO (see section 13),
accounting for the relative line strengths of ¢EN and
ClO and assuming 10% uncertainty in the §LHN pressure-
broadened linewidth parameter. The overall estimate of ac-
curacy is the root sum square of the bias uncertainty and the

b Data file uncertainties should be multiplied by these numbers to obtainscaling uncertainty (the product of the retrieved mixing ratio

a better value for the @' single profile precision (see text).
€ Accuracies quoted here represent roughly a 95% confidence lewel (‘2
values).

taminate the CBICN signal, leading to an unpredictable bias
in the CH,CN at 100hPa. CECN data at lower pressures
are not significantly affected by 40 signals. The MLS

value with the percentage given here). The lack of correl-
ative CHsCN data during the MLS missiorLijvesey et al.
2001] limits our ability to assess accuracy by comparison
with other observations. The overall uncertainty for a datum
is the root sum square of the accuracy and the precision.

15.2. Known Artifacts and Systematic Effects in v5

data are not reliable above 1 hPa, because the spectral coBH3CN

trast in the radiance observations is approaching the accu-

racy limit of the instrument.

Individual profiles of MLS CHCN data have a precision
of 40-60 pptv. For scientific study, some form of averaging

is generally required. For example, a monthly zonal mean

dataset with a 10latitudinal resolution will have a precision
of 1 pptv at 10 hPa.

Occasionally, strong enhancements are seen in the ML
CH3CN dataset in the lower stratosphere. The most notabl

of these is an enhancement in August 1992 off the coast

of Florida, with mixing ratios as high as 1pptv observed.

A detailed study has concluded that they represent true en-

hancements in lower stratospheric £, not instrumental

artifacts. The August 1992 event has been linked to a forest

fire in Idaho (north of the 3N limit of MLS observations)
some days earlieLjvesey et alin preparation]; the causes

of the few similar events in the dataset are under investiga="="""

tion.

15.1. Estimated Vertical Resolution, Precision, and
Accuracy in v5 CH3CN

Table 19 summarizes the precision, vertical resolution

and accuracy of the MLS GICN dataset. The vertical res-
olution given is the full width at half-maximum of the rows
of the averaging kernel matrix computed for a typical MLS

1. Data at 100 hPa are contaminated by emission from
H>80 and should not be used.

2. Data at pressures lower than 1 hPa are unreliable be-

cause of instrumental limitations.

3. The spectral signature of GBN in the MLS pass-
band is very similar to that of SO As SG is not re-
trieved in v5, the retrieval algorithms will interpret any
enhancement in SOas an enhancement in GEN.
The high SQ resulting from the Pinatubo eruption
leads to an unquantified high bias in the pre-1992
CH3CN data, which should not be used. A more short-
lived, localized bias resulting from the Eruption of Mt.
Lascar in Chile is seen from April 22—24, 1993.

S
e

15.3. Caveats in Use of v5 CECN

1. Data should only be used between 68hPa and 1 hPa,

and after Jan 1, 1992.

. Profiles should only be considered if th@AF_STAT
field is ‘G’, ‘T’ or ‘' t’, and QUALITY_C10 is 4. QUAL-
ITY_C10should be used as the GEN lines observed
by MLS are in bands 2 and 3, used for the CIO obser-
vations.
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3. Data points whose precision is set to a negative valuenidity, the v490 dataRRead et al.2001] are of better quality
are strongly affected by a priori measurements, andhan v5, though no v490 data are available after June 1997.
should not be used. Such biases will not be lessene&or stratospheric and mesospheric water vapor, the proto-
by averaging, as they would be present for all pointstype v104 datasetumphrey 1999] is felt to be of supe-
in the average. rior overall quality to v5. The v5 nitric acid data exhibit
a bias due to the omission of contributions from excited
states. This bias can be easily corrected as described in sec-
16. Lessons learned from version 5 tion 14.2. Corrected (v501) HN{data files are available

Thi d ibes the V5 aldorith il ) grom the MLS science team.
IS Paper describes fhe Vo aigorinms as impiemere The v5 algorithms implement comprehensive quality

and the data they produced. The work has also identified ; L : . !
issues that may have benefited from more study during thghecklng, resulting in quality control mfprmatpn fqr eaqh
Eoduct. MLS data should only be used in conjunction with

development and configuration of the v5 software. The mos is information, and with reference to the other caveats de-

notable of these are the issues associated with the use of off- . S
) . S . : scribed in this paper.
diagonal terms in the a priori covariance matrices (see sec-

tion 3.2) and their impact on the observed scatter in the data dixc: MLS . dd
described in section 6.1. In retrospect, the length scales ché'%ppen IX. operations and data coverage

sen for @Q, H20, HNO; and CHCN were probably longer (Last edited March 6, 2002.)
than optimum. Another issue that may have warranted more ' '

investigation during the development of the v5 algorithms is 2 . . .
the trade-off between the baseline and extinction element vents that significantly impacted data collection or quality.

of the state vector, described in section 3.6. The retrieva late A1 gives a calendar of daily data coverage from launch

algorithms typically retrieved larger baseline terms than oneIhrough the end of 1999. _
might expect, using negative values for the extinction fac- UARS was launched on September 12, 1991, and the first

tor to compensate. More detailed study of the constraint ofull day of MLS data was obtained on September 21. During

these terms may have lessened this rather inelegant effed@te September and October 1991, time was spent character-

However, this issue had negligible impact on the main MLSiZing the MLS performance and ‘tuning’ its operations. On
data products. October 31, a limb scan was implemented with denser verti-

al spacing of measurements in the lower stratosphere than
t other altitudes; this scan pattern has been used in hormal
perations for the remainder of the mission.

Table Al gives a chronology of MLS operations and

There are no plans to perform further reprocessing on th&
UARS MLS dataset. However, the lessons learned from v

are being applied to the algorithms and software for EOS’ .
MLS, planned for launch on the EOS Aura platformin 2004,  Problems with the UARS solar array caused MLS, or por-
tions of it, to be turned off during much of the early south-

ern winter observing period in June 1992. In late 1992, low
voltage from the UARS power supply at spacecraft sunrise

We have shown that the MLS v5 algorithms produce datestarted affecting the MLS switching mirror movement dur-
that are generally of higher quality than earlier versions. Thdng a few limb scans each orbit and caused excess noise in
doubling of vertical resolution throughout the stratospherethe measurements—most notably in CIO, as evidenced by
and lower mesosphere, while slightly worsening the preci_the increaseg 2_statistic for CIO (see Plate 1 W¥aters et al.
sion of the individual data points in many cases, has giveri1996]). The switching mirror was not moved during a few
better definition of features such as chemical enhancementénb scans under spacecraft sunrise low voltage conditions
in CIO. The improvements in the precision of retrieved tan-from November 18, 1992 until August 9, 1993, when the low
gent pressure (particularly in the lower stratosphere) have ioltage problem was circumvented with a solution using the
some cases ameliorated precision loss due to increased regg@condary commutator of the switching mirror motor.
lution. The accuracy of many species in the lower strato- In late 1992 the 183-GHz radiometer started showing in-
sphere has been improved, through the use of radianceseased noise, which eventually developed into erratic be-
from lower tangent heights than were previously consideredhavior. The last full day of useful 183-GHz measurements
Comparisons with correlative data generally show improve{stratospheric HO and 183-GHz @) was April 15, 1993.
ments. New products for v5 are geopotential height andrlhis radiometer was turned off on April 24, 1993 after anal-
methyl cyanide. yses indicated failure of its mixer.

For some species, there exist other versions of MLS data The MLS antenna scanning mechanism began exhibit-
that are considered preferable. For upper tropospheric hung signs of wear by early 1994; the period from March to

17. Summary and conclusions
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Table Al. Chronology of significant events relevant to UARS MLS operations and data.

Calendar UARS day
day(s) number(s) Event
Sep 12, 1991 1 UARS launch
Sep 18, 1991 7 All MLS systems and subsystems on
Sep 21, 1991 10 First full day of MLS atmospheric data
Sep 23,1991 —Oct 1, 1991 16-20 MLS initial characterization period, UARS roll-up on Sep 30
Oct 17-30, 1991 36-49 Some ‘tuning’ of MLS operations
Oct 31, 1991 50 Started using limb scan with denser sampling in lower stratosphere
Nov 1-2, 1991 51-52 UARS in safehold mode
Mar 17, 1992 188 UARS instruments inadvertently off at 10:36 UT; MLS back at 19:00 UT
Apr 8, 1992 210 MLS oblateness correction resolution changed from 2.5 to 1.25km
Jun 2, 1992 265 UARS solar array drive anomaly; instruments turned off at 19:42 UT
Jun 14, 1992 277 MLS back on and fully operational
Jun 19 — Jul 9, 1992 282-302 183-GHz radiometer (and band 3 of 205-GHz) off to reduce power
Jul 14-17, 1992 307-310 MLS off; back on at 17:00 UT on 17 Jul
Oct 11, 1992 396 MLS moon scan for field-of-view calibration
Nov 18, 1992 434 Stopped moving switching mirror when voltage low at UARS sunrise
Mar 15, 1993 551 All UARS instruments off at 13:57 UT; MLS back operational at 22:45
Apr 6, 1993 573 UARS roll maneuver; nominal operations resumed at 05:00 UT
Apr 15, 1993 582 Last full day of data from 183-GHz radiometer
Apr 16-20, 1993 583-587 UARS in safehold mode; MLS scan stopped
Apr 24, 1993 591 183 GHz radiometer turned off, following failure of its mixer
Aug 9, 1993 698 Resumed moving switching mirror at sunrise via secondary commutator
Sep 18 — Oct 21, 1993 738-771 No limb scans much of this time because of UARS solar array problem
Dec 23, 1993 — Jan 25, 1994 834-867 Initial period of MLS scan slips
Jan 26, 1994 868 Start limb scanning in reverse (upward) direction: more motor torque
Jan 28 — Feb 4, 1994 870-877 MLS in safehold
Mar 1, 1994 — May 23, 1994 902-985 Reduced days of limb scans to conserve scan mechanism lifetime
Jul 5, 1994 — Aug 4, 1994 1028-1058 Limb scans on alternate days to conserve scan mechanism lifetime
Sep 19, 1994 — Oct 20, 1994 1104-1135 Limb scans on alternate days to conserve scan mechanism lifetime
Sep 23, 1994 1108 MLS moon scan for field-of-view calibration
Oct 1, 1994 — Jun 13, 1997 1116-2102 Intermittent limb scans during this period
Jun 14, 1997 2103 63 GHz radiometer turned off to reduce power drain on UARS
Jun 15, 1997 — 27 Jul 1999 2104-2876 Only occasional limb scans; MLS off most of the time
July 28, 1999 2877 MLS put in ‘standby’ to conserve lifetime for overlap with EOS Aura
Feb 2-12, 2000 3066-3076 MLS turned on for limited Arctic observations
Mar 27-30, 2000 3120-3123 MLS turned on for limited Arctic observations
Aug 18-25, 2001 3629-3636 MLS turned on for limited northern hemisphere observations and ODIN validation campaign
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